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ABSTRACT 

 Here we examine the potential relationship between applied exogenous EMFs and their ability to generate 
phase-modulations with information carrying capacity. We systematically examine, through dimensional analysis, the 
potential sources and interactions of these generated phase-modulations. Furthermore, we introduce the concept of 
generating phase-modulated signals through the application of weak, time-varying, amplitude modulated EMFs. 
Information generated through the magnetic pressure of zero-point fluctuations (i.e. Casimir Effect) are also discussed.  
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INTRODUCTION 

COMPLEXITY AND ITS RELATION TO SPACE-TIME STRUCTURE 

Complexity describes the behaviour, or series of responses, of a system to a set of stimuli resulting a net 
alteration in the spatial-temporal composition of the entire set. If the degree of complexity is such that the parameters, 
which limit the spatial and temporal degrees of freedom of the system of observation, are exceeded then the result can 
manifest into an emergent property. Here we operationally define complexity as the available degrees of freedom in which 
information can be transferred (gained or lost) to a system from its environment (surrounding). However, traditionally, 
complexity is observed to be the degree of ordered states, or structure, which can be acted upon [29,31]. That is to say 
that complexity, at least from the perspective of space, is static and does not evolve in time. This initial conceptualization 
of complexity is incomplete as it does not consider the influence of time, or underlying change, as a contributory variable 
to observed phenomena. In our definition we describe the complexity of a system (under observation) as the sum of its 
processes. Temporal complexity, under our working hypothesis, would then be the available number of potential 
interactions, or processes, which can impact the structural complexity of fixed space-like degrees of freedom.  

The representation of the entire observable set of parameters or degrees of freedom, the Universe, can then be 
dichotomized into space and time. More specifically, space and time-like degrees of freedom. Space can be described as 
a physical substrate which behaves, or more aptly can be modeled, in terms of particulate interactions [50]. Matter is the 
organization of a discrete set of tangible units into an ordered state. The occupation of space, or the change/distortion of 
curvature of a subset of space-time proportional to the mass of material [24, 37], would constitute the presence of matter. 
Due to its spatial properties, matter can be conceptualized as crystalized or fixed whereas energy, the antithesis of matter, 
would be fluid. The former case, that which is described as having permanence, would allow for the representation of 
information or energy over protracted periods of time. In contrast, the fluidity of energy does not favour permanence, but 
the rapid dissipation of organized states. Information exchanged between two fragile albeit ordered states (energy) could 
only be represented transiently. An exchange between static and fluid (or static and static) states would allow for a 
prolonged representation of said information. That is to say, that the representation of information (e.g., memory) would be 
predicated on the presence of a fixed structure.  

Time, in our case, evolves and is manifested when matter undergoes a measurable change. The complementary 
analogy in this context would be that time is reflective of energy or the measured unit (quantum) necessary to elicit a 
change in the aggregate occupying space. In essence then, the superposition between space and time, which is 
manifested as space-time, is the interaction or exchange of energy to matter or matter to energy. The whole of the 
exchange is what we define as a process. If a process is the result of matter interacting with energy, then there should be 
an identifiable change that occurs with respect to spatial degrees of freedom. Consequently, if energy can be affected by 
matter then we would expect, in light of our hypothesis, that energy, the representation of the temporal structure of the 
system, should also undergo a change in its temporal degrees of freedom (i.e. pattern or frequency modulation). How do 
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we manipulate both the temporal and spatial parameters of a matter-energy interaction in order to extract useable 
information?   

De Broglie postulated that matter exhibits wave-like properties, an idea which forms one of the cornerstones of 
quantum mechanics [15]. In addition, energy can be described as a wave-function in quantum mechanics, whereby the 
collapse in the wave-function of a given state produces a physical particle with the same parameters defined in the original 
wave-equation [3, 6, 28, 56]. If matter and energy can be described as wave-functions, then they would be subject to the 
dynamics of a wave. A candidate for our investigation would be the phase of the matter and energy waves. If the phase of 
a matter and energy wave are matched they are said to be “in phase” or “phase-locked”. If one of the pair is delayed, say 
by the presence of inter-stimulus delay, and the pair were to be compared, then one would be out of position, either by 
some distance (wavelength), or angle, with respect to the other. The net result when examining the superposition of the 
two, would be a new pattern subject to a series of constructive (in-phase) and destructive (out-of-phase) interferences. 
Looking at the resultant wave of matter-energy interaction, and the minute fluctuations in the degree of separation 
between adjacent peaks, would be evidence for phase modulation within the daughter wave [14,48].   

PHASE MODULATION AND INFORMATION CARRYING CAPACITY 

Cahn [9] postulated that information can be stored within a phase modulated pattern and could be extracted. In 
this manner, phase modulation could be representative of the relative exchange of information between two entities or 
systems. Furthermore, it was reported that that the amount of information carried within a phase-modulated pulse pattern, 
provided that the number of pulses and the number of phase modulations are equivalent, could be approximated as:  

I = m log2 m 

Where m is the number of phase modulations when a multiphase modulation is used [9].  

While examining the elegant case of an electron orbiting a proton as modeled by a Bohr atom, we can 
approximate the number of spatial degrees of freedom, or degree of available spatial phase changes, as being akin to the 
number of potential locations that a classical electron could occupy within the context of that volume. Provided that the 
classical radius of an electron is 2.818 · 10

-15
m and that the radius of the Bohr atom is approximately 5.29·10

-11
m, the 

quotient of the volumetric equivalent of the latter and former produces a value of 10
12

 – 10
13 

possible positions which can 
be occupied at any given time. Now, in order for the electron to occupy any one given position (degree of freedom), 
energy must be absorbed or emitted. For instance, if the electron is in its wave state, then energy must be absorbed in 
order to constrict its size from that of its Compton wavelength to that of its classical wavelength. In this light, Persinger [40] 
calculated the relative energy necessary to transform the wave-like electron to its matter-like counterpart; the value 
approached 10

-20 
J. Furthermore, the exchange of a photon between the proton and the electron, provided that the energy 

is within the appropriate band, can also elicit this form of transition. The exchange of energy from wave to particle, or vice 
versa, alters the phase of the particle which has been intimately linked to the functional collapse of the wave-function.  

Irrespective of the amount of energy involved in the translation of one position, or the functional energy 
equivalent of the collapse of the Compton wavelength to its classical radius of the electron, the number of discrete phases 
stay the same. Employing Cahn’s equation for the binary information stored within the phase modulation within a signal, 
yields an approximate amount of information in the order of 3.98·10

13
 bits of information. This value inherently reflects the 

amount of information available within a Bohr atom, as well as the potential limit of information processing by the system.  

Our provided example dealt with the idea that spatial degrees of freedom correspond to a degree of space-like 
phase modulations. Classically, however, phase modulation is more generally described as a change in the distance 
between successive peaks or troughs, of a given wave, and is most widely employed as a means of optical or fiber optic 
communication and information transfer [2, 5]. This then directly implicates the photon as the primary mode by which to 
carrier the information contained in a series of phase modulations. Examining this relationship, Mérolla et al., [34] 
experimentally demonstrated the ability to encode, send, and receive information using phase modulated light 
transmission with an emphasis on the practical application of cryptology. Additionally, Sun et al., [55] presented the idea 
that information could be represented in within the difference between successive wavelengths of light. This suggests that 
not only is the wavelength of the light carrier important to the information contained within that carrier, but so are the 
spatial distances between each individual wavelength. Alternatively stated, the breaks or pauses in the carrier wave also 
contains relevant information.  

The photon is conceived to be the carrier of the electromagnetic force and we have presented data to suggest 
that the photon, and by extension electromagnetic radiation, plays an intimate role in the transmittance of information. On 
this line, Ikonen and colleagues [29] demonstrated the potential of using an AC magnetic field capable of producing 
transient phenomena resembling mechanical phase-modulation of 

67
Zn molecules in ZnO crystals. This suggests that, if 

the photon is the carrier particle for the electromagnetic force, then it could be acted on by electromagnetic radiation fall ing 
outside the spectrum of “light” ranging from infra-red to ultraviolet.  Information transmitted as phase-shifts are not solely 
limited to photons and can be acted upon by an exogenous electromagnetic field. Fang et al., [26] postulated that the 
phase of a photon carrier can be modulated using a dynamic Arahanov-Bohm effect.  

CHANGING PHASE IN AN AMPLITUDE MODULATED TIME-VARYING FIELD 

We describe phase as the offset in angle, distance, or position of a given point traveling in a wave with respect to 
a reference wave, at a given time. This can be considered as the structure, or location, equivalent of a particle (matter) or 
wave (energy) as it progresses through time in relative comparison to a reference structure (position) or pattern. The 
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degree of which one can influence the number of phase transitions, would be contingent upon the amount of energy 
provided to the system. Where a phase transition is the response of a particle’s position to the presence of an external 
modulation or applied process. One way to elicit a phase change in a system is by exposing the particle to an 
electromagnetic potential and can be modeled using the Arahanov-Bohm [1,57] equation (1).  

 

Δφ  = 
  

 
  (1). 

Where, Δφ is the phase change, q is the elementary charge,   is reduced Planck’s constant and   is the 

magnetic flux.  

If the process were occurring in time, then the form would be:  

 

 
  

 
 = 

  

  
  (2). 

 

Where t is the point duration of a time-varying electromagnetic field.  

Now, if the elementary unit charge and Planck’s constant do not appreciably change with respect to time (i.e., are 
constants) then only parameter that is left to change in time is the magnetic flux. Conceptually, magnetic flux is defined as 
the intensity, the degree of bunching or number of magnetic lines of force, of a magnetic field penetrating a given surface.  
The resultant mathematical representation would take on the form of:  

 

  = B·A (3). 

 

Where B is the intensity of the magnetic field (Tesla) and the A is the surface area (m
2
) of a material which is 

immersed in the incident magnetic field.  

Now, if the magnetic flux is changing with respect to time then:   

 

 

 
 = 

    

 
  (4). 

 

This would permit the magnetic field to be changing in time. Furthermore, if the intensity of the magnetic field is 
subject to change, through amplitude modulation, then Equation 4 would take on the form of Maxwell-Faraday equation for 
induction. That is to say that an amplitude modulated, time varying electromagnetic field would elicit a phase change in a 
particle’s wave-function through Faraday Induction and would be represented in the Arahanov-Bohm-Faraday equation:  

 

 
  

 
 = 

   

  
  (5). 

 

The derived equation for Arahanov-Bohm induced phase change is remarkably similar to the equation relating 
phase change in coherent domain water, outlined by Del Guidice et al. [19], where an applied electromagnetic field 
generates an electric potential as described by the equation:  

 

V = 
 

   

  

  
  (6). 

 

Where 
  

  
 is the changing magnetic flux, ħ is reduced Planck’s constant, and e is the elementary unit charge.  

This implies that water, or at least a coherent state of water, in the presence of an external electromagnetic field, 
can have its phase modulated thus allowing for the potential of information storage or processing.  

It should be noted that the original value for phase change (Δφ) is a dimensionless value. However, if the phase 
changes with respect to time, then its dimensions become 1/s, or the equivalent of the ‘frequency of phase change’. 
Alternatively, the resulting dimensions could be interpreted as the number of phase transitions evolving in time (process). 
The time-varying change of phase will be herein referred to, interchangeably, as the “dynamic phase” or the “time-varying 
change of phase”.  
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Evaluating Equation 5 suggests that, changing the intensity (degree of amplitude modulation) of the applied EMF 
would result in an increase in magnitude of the ‘dynamic phase’ resulting in an alteration of potential degrees of freedom. 
Additionally, changing the point duration (e.g., duration of current presentation, timing of the field) of the applied field 
would also result in a constriction (when the point duration is increased) or dilation (when the point duration is decreased) 
of the ‘dynamic phase’ resulting in a change of the available degrees of freedom. Finally, changes in the structure, and 
incidentally the physical geometry, of the matter under observation which is penetrated by the incident magnetic field, will 
result in a change in the ‘dynamic phase’. Taken together, this system describes the “application geometry” of the applied 
EMF by accounting for intensity, timing, and geometric structure of the field where the resultant synthesis of these 
parameters are manifested into a pattern of time-varying phase modulations.  

Phase modulation is the process by which the phase of a carrier wave is altered to follow the changing amplitude 
of an incident signal. The peak amplitude and frequency of the carrier wave remains constant, but as the amplitude of the 
information signal changes the phase of the carrier wave changes correspondingly. If this were applied to a physical 
apparatus capable of undergoing a change in electric potential, we would call it Faraday induction. In this instance, we 
would induce a change in one wave through the application of another. This convergence provides the necessary 
parameters to potentially modulate and encode information in an incident signal in order to appreciably change the 
structure-function relationship of the observed system. Alternatively, any system which demonstrates the capacity to 
generate its own magnetic potential, via the production of its own magnetic field, has the ability to self-modulate producing 
a complex, time-varying dynamic phase. The systematic evaluation of pertinent, biologically relevant systems may be 
revealing.  

Hydrogen is the most abundant element, and consequently matter, pervading the Universe. In fact, Persinger [41] 
demonstrated that the ratio of the mass of the Universe (10

52
 kg) to its volume (10

78
 m

3
) results in a density of 

approximately 10
-26

 kg·m
-3

, or the equivalent of roughly 1 proton or hydrogen atom per unit volume. Perhaps the dynamic 
phase of hydrogen is revealing of the Nature of the set or reflects some emergent property which can be appreciated in a 
local space-time reference. Here we assume that any given hydrogen atom, in the Universe, is immersed in the 
intergalactic magnetic field whose intensity ranges from 10

-12 
to 10

-15 
T. If we assume that an intergalactic magnetic field 

penetrates a given area that is equivalent to the cross-sectional area of the neutral hydrogen line (21.12 cm) and whose 
temporal parameter is also the neutral hydrogen line (1.42 GHz or 7.04·10

-10
 s) and we substitute these values in equation 

5, the resultant dynamic phase would be in the order of 0.965·10
11 

Hz. If we consider the dynamic phase to be akin to a 
frequency, which is really just the number of iterations of ‘X’ events per unit time, then we would be able to compute an 
energy and wavelength associated with the hydrogen dynamic phase. Using the Planck-Einstein equation (equation 7) 
provided that the frequency is 0.965·10

11 
Hz the resultant energy would be in the order of 6.39·10

-23
 J, with a 

corresponding wavelength of 3.1·10
-3

 m. The former is approximately twice the value of Landauer’s limit for a temperature 
of 4 K (cosmic microwave background; 3.80·10

-23
 J). In addition, bio-electromagnetic fields falling within the millimeter 

range were postulated by Devyatkov et al., [35] and Betskii et al., [4] to have been generated by the geometric and 
mechanical properties and asymmetries of polar membranes. Furthermore, Fröhlich [27] theorized that electromagnetic 
field coupling within the millimeter range would recruit resonant, vibrational processes of biomolecular structures in 
response to the application of applied electromagnetic fields.  

In addition, the resulting dynamic phase, that is in the order of 10
11 

Hz, would fall within the range of proton 
movement and hydronium complex formation as denoted by Pollack [46, 47, 48] and Del Guidice [22, 33] as well as others 
[17, 23].  

 

E = h·v = h·c/λ (7).  

 

Where h is Planck’s constant, v is frequency (Hz), c is the speed of light, and λ is the wavelength.  

Next, we consider the electron and assume that the energy associated with its rotation around a Bohr nucleus 
can be approximated using the equation of kinetic energy as function of rotation around a circle.  

 

E = m·2·π·r
2
·f

2 
(8).  

 

Where E is energy, m is mass, r is the Bohr radius, and f is the frequency of rotation.  

For a mass of 9.11·10
-31

 kg, a radius of rotation equal to 52.9·10
-12

 m, and frequency of equivalent of 1.52·10
-16

 s, 
the resultant energy would in the order of 6.93·10

-19
 J, well within the range of visible light. The internal magnetic field 

generated by an electron as it orbits the central proton, can be approximated by the quotient of the rotational energy and 
its orbital magnetic moment (9.27·10

-24 
A·m

2
), generating a field whose strength would be 7.48·10

4
 T. Again, using our 

dynamic phase equation (Equation 5), and substituting values of 7.48·10
4
 T for B, whose area is defined by the Bohr 

radius (3.51·10
-20

 m
2
), and the rotation time (field pattern) of 1.52·10

-16
 s, results in a dynamic phase of 2.63·10

16
 Hz, the 

time equivalent to 3.79·10
-17

 s, or within the order of half the rotation time around the atom. Persinger [43], postulated that 
the electron in orbit around the Bohr atom spent half of its rotation in the particle (matter) state, while for the other half of 
the time the electron took on the state of its wave-function. In essence, this would suggest that the electron is self 
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modulating with dynamic phase transitions occurring throughout half its rotation. The most ideal candidate that could allow 
for dynamic phase shifts would be the waveform equivalent of the electron. Again assuming that this phase transition may 
involve, or be mediate by photons, one can calculate the wavelength and energy equivalent of 2.63·10

16
 Hz using 

Equation 7. The energy carried by a 2.63·10
16

 Hz photon would be 1.74·10
-17

 J, with a corresponding wavelength of 1.14 
·10

-8
 m. This latter wavelength is within the average thickness of the cell membrane and Exclusion Zones of water [47]. 

Incidentally, this value corresponds to the peak wavelength shift of water exposed to a physiologically patterned weak 
EMF in the dark for 28 days as measured by fluorescence microscopy [37].  

In terms of biological relevance, if a cell has a primary operational energy of 2.0·10
-20 

J [39], and whose size is 
approximately 10

-5 
m, we can calculate the magnetic field component by looking at Equation 9 and solving for B.  

 

E = 
  

  
 · V  (9). 

 

Where E is the energy, B is the intensity of the magnetic field, u is the permeability of free space, and V is the 
volume. 

 

The intensity derived from solving for B, would be 6.93·10
-6 

T. Provided that the fundamental frequency of 
operation of a cell is approximately 10 Hz then, solving for Equation 5, the resulting dynamic phase would yield a value of 
33 Hz. A 33 Hz dynamic phase approaches the 20 – 25 msec refresh rate of consciousness [54] and can be elicited in 
samples of spring water exposed to microTesla intensity, physiologically patterned electromagnetic fields [36]. This would 
imply that consciousness may be the dynamic phase of a single cell’s primary operational frequency. Furthermore, this 
would suggest that the whole is reflected in the sum of its parts (Σn = n) [42] and is manifested as that the holographic 
representation of information within a subset of lower levels of discourse. Burke [8] discussed that the record of 
interference patterns represented in a holographic state, contains a unique description of the parameters of phase, 
direction, and polarity of the electromagnetic radiation which was used in order to generate the holographic equivalent of a 
given structure. That is to say, that the information of that given system can be represented and stored within the 
holographic equivalent of the structure under investigation. In this vane, we consider electromagnetic radiation, in any 
form, as a possible mechanism by which a hologram can be manifested.  

The contribution of dynamic phase to the storage and representation of information may involve redundancies or 
aggregates of units in order to be effectively represented. In fact, in order to accommodate a dynamic phase of 10

12
 

(hydrogen line) or even 10
16 

(electron circling the Bohr atom), would require approximately 10
11 

to 10
14

 cells that were 
“phase locked”. Additionally, if one changed the intensity of the incident field to that of 3.0·10

-5
 T, with a point duration of 

10
-3

 s (1 or 3 msec) the dynamic phases allowed would be 10
4
/cell and would require approximately 10

8
 to 10

12 
cells in 

order to accommodate. The former value falls within the number of cells calculated to be involved with consciousness [53], 
and the latter reflects the total number of cells within the cerebral manifold.  

THE INTERACTION OF MAGNETIC ENERGY AND DYNAMIC PHASE 

Thus far we have demonstrated the relationship between an incident, or applied, EMF as a means to manipulate 
or change the phase of a particle’s wave-function. However, we can also relate a change in phase, and consequently a 
change in dynamic phase, as a function of energy. If we re-arrange Equation 9 to solve for the intensity of the magnetic 
field (Equation 10) and substitute this relationship into Equation 5, the result corresponds to a change in dynamic phase 
contingent upon the energy contained within the magnetic field.  

 

 B =   
    

   
 

  (10). 

Where E is the energy, B is the intensity of the magnetic field, u is the permeability of free space, and V is the 
volume.  

  

 
 = 

    
    

   
 

  
  (11).  

 

And if were to isolate for the energy, which would then be derived from the area penetrated by the magnetic field, 
spatial structure of the observed unit, the volume in which the magnetic field is generated, the point duration (frequency) of 
the field, and the dynamic phase (Equation 12).  

 

E = 
 
   

  
 
 
   

  
  (12). 
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If we substitute the values of 0.965·10
11

 Hz for dynamic phase, an area equivalent to the cross-section of the 
hydrogen line wavelength (21.12 cm), the volume equivalent of the neutral Hydrogen line, and the time equivalent of 
1.42·10

9
 Hz (7.04·10

-10
 seconds), the resultant energy would be in the order of 7.39·10

-21
 J. This latter value is within the 

range of energy necessary to transform (gain or lose) 1 bit of information according to Landauer’s limit for a system 
operating at 37ºC. Posit, if you will, the potential overlap between the neutral Hydrogen and the operational parameters of 
the human cerebrum. This would provide a means in which one could “store” information in a non-local means. 
Furthermore, a magnetic field whose energy is 10

-20 
J, applied over the cerebral geometry (volume and area) with a timing 

in the order of 1 or 3 msec would produce a dynamic phase in the order of ~10
11

, or that which was derived from the 
hydrogen line. The resulting intensity of the applied EMF would be in the order of 10

-5
 T, or those which have been 

employed by our laboratory.  

CASMIR-MAGNETIC PRESSURE AND PHASE CHANGE IN TIME 

We have demonstrated that, in effect, we can modulate the dynamic phase of a system with the application of 
exogenous EMFs, and we have demonstrated the potential of internal (self-generated) fields with the possibility to 
effectively modulate the phase, and thus the information, within a given space-time system. Here we examine the 
generation of phase modulation through quantum phenomena.  

When examining a set of non-conducting surfaces, whose separation is much smaller than the surface area of 
the conductor, a discrete pressure is generated and can be modeled using the Equation 13.  

 

F/A = 
     

      
  (13).  

 

Where a is the separation between the plates, ħ is reduced Planck’s constant, and c is the speed of light.  

In order to consider the influence of the pressure generated by a Casimir effect [7] to affect the phase, and 
ultimately the dynamic phase, of a particle then we must consider this pressure to be related to a magnetic field. Then the 
magnetic pressure of a system is calculated by (Equation 14):  

 

 F/A = B
2
/2µ (14).  

 

Substituting Equation 14 into Equation 13 gives us:  

 

 
  

  
 = 

     

      
  (15).  

 

If we consider that the intensity of the applied EMF produces a given dynamic phase change, provided in our 
calculations above, then this might provide a necessary insight into the separation of given structures (non-conducting 
plates) that would accommodate such a dynamic phase change. For instance, if one assumes a magnetic field strength of 
10

-5 
T, the resulting separation between cells, the surface which was necessary in order to produce this intensity, would be 

in the order of ~ 1 um. This would be within the spatial extent of Pollack’s exclusion zones [10, 12], as well as within the 
Bohr’s spatial limit for thinking and consciousness [43]. Additionally, if you were to take the intensity of the magnetic field 
generated by the electron rotating around a Bohr atom, with an intensity of ~10

5
 T, the resultant separation would be in the 

order of 10
-11

 m, or with the spatial extent of the Bohr radius.  

 If we postulate that our dynamic or time-varying phase change is related to the translation of information through 
means of phase-modulation then, the parameters by which a change in phase can occur is on a wave. In this light, we can 
relate our 10

16 
Hz time-varying phase change to processes ongoing at the level of packets of photons. Here then we can 

calculate the relative distance between successive phase shifting points. The wavelength of light that would be associated 
with a dynamic phase of 10

16 
Hz would be 10

-8
 m. This value may correspond to a spatial distance necessary to observe 

the discrete shifts in phase. That is to say, that the spatial equivalence of 10
-8 

m may be necessary in order to interpret the 
information stored within a time-varying phase change of 10

-16
 Hz.  

THE NECESSARY PARAMETERS TO INTERPRET INFORMATION WITHIN A PHASE 

We have demonstrated that the wavelength of light equivalent for a dynamic phase of 10
16

 Hz is 10
-8

 m. Here we 
make the argument that cell membranes have an oscillatory component which accommodates a magnetic moment. Dotta 
et al., [24], calculated that the intrinsic magnetic moment of a cell would range between 10

-23
 – 10

-24
 A·m

2
. The application 

of a 10
16

 Hz phase shift equivalent energy would be in the order of 10
-18 

– 10
-17

 J. When the quotient of the energy of 
phase change, and cell magnetic moment is equated the resultant electromagnetic field intensity would range between 10

-

6
 – 10

-5 
T. These latter electromagnetic intensities are within the range necessary to elicit changes in peak fluorescence 

readings in spring water exposed to patterned electromagnetic fields in the dark [37]. Furthermore, data suggests that the 
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appropriate combination of patterned electromagnetic fields and light applied to B16-BL6 cells, increased photon 
emissions in these cells and were found to be highly correlated the incident field/light energy [31] reflecting a potential 
ability for cells to store electromagnetic radiation, a phenomenon originally postulated by Popp [50]. This may implicate the 
cell, or at least the cell’s constituent structures, as a potential translator of information stored within a phase-modulated 
pattern.  

Considering Del Guidice’s interpretation of phase change, generated through electric potential energy, as being 
modulated by the formation of coherent domains in water [18, 19], it could be argued that water, in a coherent state, has 
the capacity to interact with the process underlying the transformation of electrical potential to phase change. 
Experimentally, coherent domain water was expressed to have the capacity to undergo a change in phase with respect to 
incident electromagnetic potential [20, 21]. Provided that the cell membrane exhibits the spatial structure necessary to 
process the dynamic, time-varying phase of a magnetic field and water, in a coherent state, can contribute to integration of 
information contained within a dynamic phase, we postulate that the dynamics of the membrane-water interface maybe 
the receiver/transformer necessary to decode changes in phase.  

Furthermore, if one considers light to be involved in this process and we have demonstrated that a space of 10
-8 

m as being potentially sufficient to interpret the information stored within the time-varying phase with a rate of 10
16

 events 
per unit time, then we suggest that the cell membrane or a layer of water approximately 10 units thick, would set the 
parameters for separation of information within a phase. The time it takes light to travel a distance of 10

-8 
m is 

approximately 10
-16

 s. The relationship between this and the Bohr-orbital rotational time was detailed by Persinger and 
Lafrenie [45]. This would potentially allow the time-varying phase to be read, or interact with, processes occurring at the 
level of the Bohr magneton. Alternatively, the coherent, initially phase-locked, activity of 10

4
 water molecules, whose limit 

of information processing is determined by association and dissociation of the hydronium complex, or 10
12

 Hz would 
correspond to a mass of approximately 10

-22 
kg. The volume, provided that the density of water is 10

3
 kg·m

-3
, would be in 

the order of 10
-25

 m
3
, the cubed root of which would correspond to a linear distance of approximately 10

-8 
m. This may 

suggest that nano-clusters of water [51], or even smaller segments, along the membrane may be used in order to 
accommodate higher information processing.  

Finally, when looking at the Casimir effect, which allows for the creation of real particles from virtual particles from 
zero-point fluctuations, (Equation 16), and re-arranging to solve for the distance of separation between cells, whose 
diameter is 10 um, provided the resultant energy is 10

-17 
to 10

-18
 J yields a value in the order of 1.42·10

-6
 to 3.14·10

-6
 m. 

These values fall within the range Bohr’s postulate of the quantum of energy for consciousness and thinking [43] as well 
as in the order of error with respect to the peak frequency most associated with effective inflation of the exclusion zone of 
water around a boundary [10, 11]. In addition, this separation is typically what is found between synaptic connections in 
the neural network associated with memory (Crosby, 1962).  

 

  = 
     

      
A  (16). 

 

Where E is the energy created by zero point fluctuations, a is the distance between plates (cells; m) and A is the 
surface area of the plates (cells; m

2
).  

CONCLUSION 

We have demonstrated the potential of an amplitude-modulated signal can produce a time-varying, changing 
electromagnetic potential. This interaction of electromagnetic potential can induce a change in phase of a charged particle 
in time. Thus resulting in a rate of change in phase, or tame-varying, dynamic phase. In addition, we have suggested that 
information can be stored within these time-varying phase modulations. The primary carrier associated with this 
information’s transmission would be the photon.  

The Casimir phenomenon generated from the presence of a magnetic pressure of 10
-5

 T, would be 
accommodated by a separation between plates in the order of 1 um. When accommodating for the energy equivalent of 
the time-varying phase of the Bohr magneton, 2.62·10

16
 Hz, the value of the separation between Casimir boundaries, 

provided the surface area is approximately that of the cell, would range between 1.42 to 3.14 micrometers. Furthermore, 
we have presented convergent quantification that may also implicate the cell membrane as a functional filter of photon-
transmitted, phase modulated information. Water along a boundary, provided that it is devoid of mechanical stimulation, 
may also suffice as an information receiver.  
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