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1.  Introduction 

The theory of rings of operators called today von Neumann algebra was first introduced and developed by 

Murray and von Neumann in 1936 [10], with the aim of developing a suitable mathematical framework for 

quantum mechanics. Today, it extends into the larger theory of noncommutative geometry and intervenes in 

various fields such as the theory of representations and the 𝐿2-invariants theory.  

In mathematics, one can assign to a locally compact group 𝐺 an operator algebra such that representations of 

the algebra are related to representations of the group. Any space constructed in this way is called group 

algebra. 

Let 𝐿𝑝(𝐺)(1 ≤ 𝑝 < ∞) be the set of all functions 𝑓: 𝐺 → ℂ, such that    ∫ |𝑓(𝑥)|
𝐺

𝑝

< ∞, and  𝐶(𝐺) the set of all 

continuous complex-valued functions on 𝐺. These spaces form Banach algebras under usual operations and 

convolution. In [13], D. Z. Spicer extended the group algebras 𝐿𝑝(𝐺)and 𝐶(𝐺) to group algebras of vector-

valued functions respectively denoted 𝐵𝑝(𝐺, 𝐴)and 𝐶(𝐺, 𝐴). Mainly, 𝐵𝑝(𝐺, 𝐴) is the space of all continuous 

functions 𝑓: 𝐺 → 𝐴 such that ∫
𝐺
‖𝑓(𝑥)‖𝐴

𝑝
𝑑𝑥 < ∞ (usually denoted 𝐿𝑝(G, A))), and 𝐶(𝐺, 𝐴) is the space of all 

continuous functions from 𝐺 to 𝐴, where 𝐴 is a Banach algebra. 

As far as we know, the space 𝑉𝑁(𝐺) is associated with the space of complex-valued continuous functions on 𝐺 

with compact support and there is no analog for vector-valued functions yet. In this paper, we want to extend 

this definition in the case of Banach algebra-valued functions with additional conditions. 

Section 2 deals with preliminaries.  

In Section 3, we introduce a vector-valued analog of the group 𝐶∗-algebra 𝐶∗(𝐺) and the reduced group     𝐶∗-

algebra 𝐶𝑟
∗(𝐺) which will be denoted respectively by 𝐶∗(G,𝒜) and 𝐶𝑟

∗(G,𝒜) where 𝒜  is assumed to be an 𝐻∗-

algebra. 

Now, we deal with one of the main results of our paper in Section 4: the generalization of the space 𝑉(𝐺) in 

the case of vector-valued functions. The vector-valued von Neumann algebra 𝑉𝑁(𝐺,𝒜) is the weak operator 

topology closure of  𝐶∗(G,𝒜). We discuss some basic properties of this space. 

Finally, in Section 5, the spaces 𝑉𝑁(𝐺) (resp. A(𝐺)) and  𝑉𝑁(𝐺,𝒜) (resp. A(G,𝒜))) are equipped with their 

natural operator space structure. We then study some properties of isomorphisms and isometries in the 

category of operator spaces. A characterization of completely bounded multiplier on a specific dense 

subspace of by 𝐴(𝐺,𝒜)  is established. 

2.  Preliminaries 

In this section, we recall some notations and results related to locally compact groups and operator spaces.The 

reader is referred to P. Eymard [6], Effros and Ruan [5] for more details. Through this paper, we shall assume 

that 𝐺 is a locally compact Hausdorff topological group endowed with its left Haar measure 𝜇 normalized so 

that 𝜇(𝐺) = 1.  

Let 𝐵(𝐺) be the Fourier-Stieltjes algebra of 𝐺, then the Fourier algebra 𝐴(𝐺) is defined as the Banach 

subalgebra of 𝐵(𝐺) generated by the continuous functions of positive type with compact support. 𝐴(𝐺) is 

identified with the space  

{𝑓 ∗ g̃ ∶ 𝑓, 𝑔 ∈ 𝐿2(𝐺)}(see Eymard [6]) 

where 𝑓 ∗ 𝑔(𝑠) = ∫ 𝑓(𝑠𝑡−1)𝑔(𝑡)𝑑𝑡
G

 is the convolution product and 𝑓: 𝑡 ↦ 𝑓(𝑡−1) . 

𝐴(𝐺) is equipped with the norm 
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‖𝑢‖𝐴(𝐺) = inf
𝑢=𝑓∗𝑔~

‖𝑓‖𝐿2(𝐺)‖𝑔‖𝐿2(𝐺) 

and is known to be a subalgebra of 𝐶0(𝐺) (the space of decreasing continuous functions on 𝐺, vanishing at 

infinity), so a commutative Banach algebra with respect to the pointwise multiplication. 

Let 𝐶𝑐(𝐺) be the space of complex-valued continuous functions on 𝐺 with compact support; this acts on 𝐿2(𝐺) 

by left convolution, and forms a ∗-subalgebra of 𝐻𝑜𝑚(𝐿2(𝐺)): {𝛬𝑓: 𝐿2(𝐺) ∋ 𝑔 ⟼ 𝑓 ∗ 𝑔 ∈ 𝐿2(𝐺), 𝑓 ∈ 𝐶𝑐(𝐺)} ,  , 

which closure is 𝐶𝑟
∗(𝐺), the reduced group 𝐶∗-algebra. The group 𝐶∗-algebra𝐶∗(𝐺) is obtained by taking the 

supremum over all 𝐶∗-norms. The weak operator topology closure of 𝐶𝑟
∗(𝐺) is called the group von Neumann 

algebra of 𝐺, denoted 𝑉𝑁(𝐺). Equivalently, if ℬ(𝐿2(𝐺)) denotes the space of all bounded linear maps on 𝐿2(𝐺), 

we have: 

 𝑉𝑁(𝐺) = {𝜆(𝑠): 𝑠 ∈ 𝐺} 

where 𝜆: 𝐺 → (ℬ𝐿2(𝐺)) is the left regular representation of 𝐺. 

 
𝜆(𝑠): 𝐿2(𝐺) ⟶ 𝐿2(𝐺)

𝑓 ⟼ 𝑔,    𝑔(𝑡) = 𝑓(𝑠−1𝑡).
 

𝐴(𝐺) is the predual of 𝑉𝑁(𝐺). 

An operator space is a closed subspace of the space ℬ(𝐻) of all bounded operators on a Hilbert space 𝐻. In 

other words, it is a Banach space given together with an isometric linear embedding into the space ℬ(𝐻). An 

abstract characterization of operator spaces was given by Ruan in [5]. A complex vector space 𝐸 is an operator 

space if and only if for each integer 𝑛 ≥ 1, there is a complete norm ‖. ‖𝑛 on 𝑀𝑛(𝐸), the space of 𝑛 × 𝑛 

matrices with entries in 𝐸, such that the following properties are satisfied: 

∀𝑢 ∈ 𝑀𝑛(𝐸), 𝑣 ∈ 𝑀𝑚(𝐸), 𝛼, 𝛽 ∈ 𝑀𝑛 , 

(i) ‖𝑢 ⊕ 𝑣‖𝑛+𝑚 = 𝑚𝑎𝑥{‖𝑢‖𝑛 , ‖𝑣‖𝑚}, 

(ii) ‖𝛼𝑢𝛽‖𝑛 ≤ 𝛼‖𝑢‖𝑛𝛽.  

A linear map 𝜙:𝐸1 ⊂ 𝐵(𝐻1) ⟶ 𝐸2 ⊂ 𝐵(𝐻2) between two operator spaces is said to be completely bounded (c.b. 

in short) if the linear maps  
𝜙𝑛: 𝑀𝑛(𝐸1) ⟶ 𝑀𝑛(𝐸2)

(𝑎𝑖𝑗)1≤𝑖,𝑗≤𝑛 ⟼ (𝜙(𝑎𝑖𝑗))
1≤𝑖,𝑗≤𝑛

 

are such that sup
𝑛≥1
‖𝜙𝑛‖ < ∞. The completely bounded norm is denoted by ‖𝜙‖𝑐𝑏 = sup

𝑛≥1
‖𝜙𝑛‖. The space of 

all completely bounded maps from 𝐸1 into 𝐸2  is denoted 𝑐𝑏(𝐸1, 𝐸2) and simply 𝑐𝑏(𝐸1) if 𝐸1 = 𝐸2. 

We give the following definition about 𝐻∗-algebras as introduced by Ambrose in [1]:  

An involutive Banach algebra  𝒜 over ℂ with involution  

∗ :𝒜 → 𝒜
   𝑥 ↦ 𝑥∗

 

is called an 𝐻∗-algebra if  𝒜 admits an inner product (⋅,⋅) satisfying the following postulates:  

(i) The underlying Banach space of 𝒜 is a Hilbert space (of arbitrary dimension);  
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(ii) For each 𝑥 ∈ 𝒜, there is an element in 𝒜 denoted by 𝑥∗  and called an adjoint of 𝑥, such that for all 

𝑦, 𝑧 ∈ 𝒜, we have both (𝑥𝑦, 𝑧) = (𝑦, 𝑥∗𝑧)and (𝑦𝑥, 𝑧) = (𝑦, 𝑧𝑥∗). 

 

3.  The generalized group 𝑪∗-algebras 𝑪𝒓
∗(𝑮,𝓐) and 𝑪∗(𝑮,𝓐) 

In the sequel, 𝒜 will denote an 𝐻∗-algebra and 𝐺 a compact topological group with Haar measure 𝜇 , 

normalized so that 𝜇(𝐺) = 1. For 1 ≤ 𝑝 < ∞, 𝐿𝑝(𝐺,𝒜) is the space of all equivalence classes (modulo null 

functions) of all measurable functions 𝑓: 𝐺 → 𝒜 such that ∫ ‖𝑓(𝑥)‖𝒜
𝑝
𝑑𝜇(𝑥)

𝐺
< ∞, and 𝐶𝑐(𝐺,𝒜) will denote the 

space of all continuous functions from 𝐺 to 𝒜 with compactly support. The space 𝐿𝑝(𝐺,𝒜) (resp. 𝐶𝑐(𝐺,𝒜)) 

equipped with the norm ‖𝑓‖𝑝 = ‖𝑓(𝑥)‖𝒜
𝑝
𝑑𝜇(𝑥)(resp. ‖𝑓‖∞ = sup

𝑥∈𝐺
‖𝑓(𝑥)‖𝒜) is a Banach space. 

The Fourier algebra 𝐴(𝐺,𝒜) on 𝐺 associated with functions 𝑓: 𝐺 → 𝒜 is defined as the usual one: 

𝐴(𝐺,𝒜) ≔ {𝑓 ∗ 𝑔̃ ∶ 𝑓, 𝑔 ∈ 𝐿2(𝐺,𝒜)} , 

where f̃(𝑡) = (𝑓(𝑡−1))
∗𝒜

  and ∗𝒜 is the involution in 𝒜 . Equipped with the norm 

‖𝑢‖𝐴(𝐺,𝒜): = inf
𝑢=𝑓∗𝑔~

{‖𝑓‖2‖𝑔‖2: 𝑓, 𝑔 ∈ 𝐿2(𝐺,𝒜)}, 

it becomes a Banach space. 

If we set 𝑓∨(𝑡) = 𝑓(𝑡
−1), then 𝑓(𝑡) = (𝑓∨(𝑡))

∗𝒜
. 

The completion of 𝐶𝑐(𝐺,𝒜) in the 𝐿1(𝐺,𝒜)-norm is isomorphic to the space 𝐿1(𝐺,𝒜). 

In this section we will generalize the group algebras 𝐶𝑟
∗(𝐺) and 𝐶∗(𝐺) of complex-valued functions to those of 

vector-valued functions denoted 𝐶𝑟
∗(𝐺,𝒜) and 𝐶∗(𝐺,𝒜), then we will study some of their properties. Recall 

that since 𝒜 is an 𝐻∗-algebra, so is 𝐿2(𝐺,𝒜). Set ⟨, ⟩𝐿2(resp.⟨, ⟩𝒜) the inner product associated with 𝐿2(𝐺,𝒜) 

(resp. with 𝒜) as a Hilbert space. We have: 

⟨𝑔, ℎ⟩𝐿2 = ∫ ⟨𝑔(𝑥), ℎ(𝑥)⟩𝒜𝑑𝑥
𝐺

 

Proposition 3.1 Let 𝐺 be a locally compact group and 𝒜 be an 𝐻∗-algebra. 

(i) The space 𝐶𝑐(𝐺,𝒜) acts boundedly on on 𝐿2(𝐺,𝒜) by left convolution. 

(ii) The space 𝒯(𝐺,𝒜) = {𝛬𝑓 : 𝐿2(𝐺,𝒜) ⟶ 𝐿2(𝐺,𝒜), 𝑓 ∈ 𝐶𝑐(𝐺,𝒜)} of operators such that 

𝛬𝑓(𝑔) = 𝑓 ∗ 𝑔, ∀𝑔 ∈ 𝐿2(𝐺,𝒜) 

 is a ∗-subalgebra of  ℬ(𝐿2(𝐺,𝒜)). 

Proof. 

(i)  For all 𝑓 ∈ 𝐶𝑐(𝐺,𝒜), 𝑔 ∈ 𝐿2(𝐺,𝒜) , we have: 

 

(∫ ‖(𝑓 ∗ 𝑔)(𝑥)‖𝒜
2 𝑑𝑥

𝐺

)

1 2⁄

= (∫ ‖∫ 𝑓(𝑦)𝑔(𝑦−1𝑥)𝑑𝑦
𝐺

‖
𝒜

2

𝑑𝑥
𝐺

)

1 2⁄
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                                                         ≤ (∫ (∫ ‖𝑓(𝑦)𝑔(𝑦−1𝑥)‖𝒜𝑑𝑦
𝐺

)

2

𝑑𝑥
𝐺

)

1 2⁄

 

                                                                                        ≤ ∫ ‖𝑓(𝑦)‖𝒜 (∫ ‖𝑔(𝑦−1𝑥)‖𝒜
2 𝑑𝑥

𝐺

)

1 2⁄

𝑑𝑦   
𝐺

(by Minkowski) 

 

                                                             =  ∫ ‖𝑓(𝑦)‖𝒜 (∫ ‖𝑔(𝑥)‖𝒜
2 𝑑𝑥

𝐺

)

1 2⁄

𝑑𝑦
𝐺

               

≤ ‖𝑓‖∞‖𝑔‖2 

       Thus, 𝑓 ∗ 𝑔 ∈ 𝐿2(𝐺,𝒜) and ∃𝐶 > 0, ‖𝑓 ∗ 𝑔‖2 ≤ 𝐶‖𝑔‖2. 

(ii)     From (i), it is clear that for each 𝑓 ∈ 𝐶𝑐(𝐺,𝒜), 𝛬𝑓 ∈ ℬ(𝐿2(𝐺,𝒜)). 

-Step 1: 𝐶𝑐(𝐺,𝒜) is a ∗-algebra 

It is easy to check that, 𝐶𝑐(𝐺,𝒜)endowed with the convolution product is an algebra. Set  ∗𝒜 the involution in 

𝒜, then the mapping ̃ : 𝑓 ↦ 𝑓 such that 𝑓(𝑠) = (𝑓(𝑠−1))
∗𝒜

 is an involution of 𝐶𝑐(𝐺,𝒜). In fact,∀𝜆 ∈ ℂ, ∀𝑓, 𝑔 ∈

𝐶𝐶(𝐺,𝒜), ∀𝑥 ∈ 𝐺, 

𝑓 ∗ 𝑔̃(𝑥) = ((𝑓 ∗ 𝑔)(𝑥−1))
∗𝒜

= (∫ 𝑓(𝑦)𝑔(𝑦−1𝑥−1)
𝐺

𝑑𝑦)

∗𝒜

= ∫ (𝑓(𝑦)𝑔(𝑦−1𝑥−1))
∗𝒜
𝑑𝑦

𝐺

 

                  = ∫ (𝑔(𝑦−1𝑥−1))
∗𝒜
(𝑓(𝑦))

∗𝒜
𝑑𝑦

𝐺

                   = ∫ (𝑔̃(𝑥𝑦)) (𝑓(𝑦−1)) 𝑑𝑦
𝐺

                    = ∫ (𝑔̃(𝑧)) (𝑓(𝑧−1𝑥)) 𝑑𝑧
𝐺

 

     = 𝑔̃ ∗ 𝑓(𝑥)                            

⟹ (𝑓 ∗ 𝑔)̃ = 𝑔̃ ∗ 𝑓. 

Trivially, 

(𝜆𝑓 + 𝑔)̃ = λ̅𝑓 + 𝑔̃, (𝑓)̃ = 𝑓. 

-Step 2: The space ℬ(𝐿2(𝐺,𝒜)) is a ∗-algebra 

Like 𝐶𝑐(𝐺,𝒜), the space 𝐿2(𝐺,𝒜) is a ∗-algebra under the convolution product and the involution denoted 

by ̃ .  Moreover ℬ(𝐿2(𝐺,𝒜)) is a -algebra if endowed with: 

-the inner product 𝑇1 ∘ 𝑇2: 𝑓 ↦ 𝑇1(𝑇2𝑓), 

-and the involution ⋆: 𝑇 ↦ 𝑇⋆ such that ⟨𝑇⋆𝑔, ℎ⟩𝐿2 = ⟨𝑔, 𝑇ℎ⟩𝐿2 , for all 𝑔, ℎ ∈ 𝐿2(𝐺,𝒜). 

-Step 3: The space 𝒯(𝐺,𝒜) is a ∗-subalgebra of ℬ(𝐿2(𝐺,𝒜)) 
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(𝜆𝛬𝑓1 + 𝛬𝑓2)(𝑔) = 𝜆𝑓1 ∗ 𝑔 + 𝑓2 ∗ 𝑔 

                           = (𝜆𝑓1 + 𝑓2) ∗ 𝑔 

                    = 𝛬𝜆𝑓1+𝑓2(𝑔) 

⟹ 𝜆𝛬𝑓1 + 𝛬𝑓2 = 𝛬𝜆𝑓1+𝑓2 ∈ 𝒯(𝐺,𝒜). 

⟨(𝛬𝑓)
⋆
(𝑔), ℎ⟩

𝐿2(𝐺,𝒜)
= ⟨𝑔, 𝛬𝑓ℎ⟩𝐿2(𝐺,𝒜)

 

                                      = ⟨𝑔, 𝑓 ∗ ℎ⟩𝐿2(𝐺,𝒜) 

                                     =  ⟨𝑓 ∗ 𝑔, ℎ⟩
𝐿2(𝐺,𝒜)

 

                                     = ⟨𝛬𝑓̃(𝑔), ℎ⟩𝐿2(𝐺,𝒜)
 

⟨(𝛬𝑓)
⋆
(𝑔), ℎ⟩

𝐿2(𝐺,𝒜)
= ⟨𝛬𝑓̃(𝑔), ℎ⟩𝐿2(𝐺,𝒜)

⟹ (𝛬𝑓)
⋆
= 𝛬𝑓 ∈ 𝒯(𝐺,𝒜). 

 

(𝜆𝛬𝑓1 + 𝛬𝑓2)
⋆
= 𝛬(𝜆𝑓1+𝑓2)̃  

                     = 𝛬𝜆𝑓1̃+𝑓2̃  

                          = λ̅𝛬𝑓1̃ + 𝛬𝑓2̃ 

 

⟹ (𝜆𝛬𝑓1 + 𝛬𝑓2)
⋆
= λ̅(𝛬𝑓1)

⋆
+ (𝛬𝑓2)

⋆
. 

Since,  

(𝛬𝑓1 ∘ 𝛬𝑓2)𝑔 = 𝛬𝑓1(𝛬𝑓2𝑔)

= 𝑓1 ∗ (𝑓2 ∗ 𝑔)

= (𝑓1 ∗ 𝑓2) ∗ 𝑔

 

         = 𝛬𝑓1∗𝑓2𝑔 

⟹ 𝛬𝑓1 ∘ 𝛬𝑓2 = 𝛬𝑓1∗𝑓2  , 

, 

then, 

(𝛬𝑓1 ∘ 𝛬𝑓2)
⋆
= 𝛬(𝑓1∗𝑓2)̃  

= 𝛬𝑓2̃∗𝑓1̃  

= 𝛬𝑓2̃ ∘ 𝛬𝑓1̃ 

. 

The rest of the proof is obvious.  ∎ 

Remark 3.2 The previous proposition is always true, if 𝐶𝑐(𝐺,𝒜) is replaced by 𝐿1(𝐺,𝒜). 
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Corollary 3.3 If 𝒜 is an 𝐻∗-algebra endowed with its natural operator space structure, then ∀𝑓 ∈ 𝐿1(𝐺,𝒜) , 𝛬𝑓 is 

completely bounded. More precisely, 𝒯(𝐺, 𝐴) ⊂ 𝑐𝑏(𝐿1(𝐺,𝒜)) . 

Proof.  For 𝑛 ∈ ℕ∗, consider the mapping 

𝛬𝑓
(𝑛)
:𝑀𝑛(𝐿2(𝐺,𝒜)) ⟶ 𝑀𝑛(𝐿2(𝐺,𝒜))

(𝑔𝑖𝑗)1≤𝑖,𝑗≤𝑛
⟼ (𝛬𝑓𝑔𝑖𝑗)1≤𝑖,𝑗≤𝑛

 

‖𝛬𝑓
(𝑛)‖ = sup{‖𝛬𝑓

(𝑛) ((𝑔𝑖𝑗)1≤𝑖,𝑗≤𝑛
)‖
𝑀𝑛(𝐿2(𝐺,𝒜))

∶  ‖(𝑔𝑖𝑗)1≤𝑖,𝑗≤𝑛
‖
𝑀𝑛(𝐿2(𝐺𝒜))

≤ 1}

= sup{‖(𝛬𝑓𝑔𝑖𝑗)1≤𝑖,𝑗≤𝑛
‖
𝑀𝑛(𝐿2(𝐺,𝒜))

∶  sup
1≤𝑖,𝑗≤𝑛

‖𝑔𝑖𝑗‖𝐿2(𝐺,𝒜)
≤ 1}

= sup
1≤𝑖,𝑗≤𝑛

{‖𝛬𝑓𝑔𝑖𝑗‖
2
: ‖𝑔𝑖𝑗‖2 ≤ 1}

 

       

‖𝛬𝑓
(𝑛)‖ = sup

1≤𝑖,𝑗≤𝑛
{‖𝑓 ∗ 𝑔𝑖𝑗‖2

: ‖𝑔𝑖𝑗‖2 ≤ 1}

≤ sup
1≤𝑖,𝑗≤𝑛

{‖𝑓‖1 ‖𝑔𝑖𝑗‖2
: ‖𝑔𝑖𝑗‖2 ≤ 1}

≤ ‖𝑓‖1

 

   

So sup
𝑛≥1
‖𝛬𝑓

(𝑛)‖ ≤ ‖𝑓‖1 < ∞, 

And 𝛬𝑓 is completely bounded.  ∎ 

Definition 3.4 Assume 𝒜 is an 𝐻∗-algebra. 

For a locally compact group 𝐺, we denote by  𝐶∗(𝐺,𝒜) the (vector-valued) 𝐶∗-algebra of 𝐺, which is 𝐺 the          

𝐶∗-envelopping algebra of 𝐿1(𝐺,𝒜), i.e. the completion of 𝐶𝑐(𝐺,𝒜) with respect to the largest 𝐶∗-norm  

‖ 𝑓 ‖∗∞ = sup
𝜋
‖ 𝜋(𝑓) ‖, 

where 𝜋 ranges over all non-degenerates ∗-representations of 𝐶𝑐(𝐺,𝒜) on Hilbert spaces. 

Definition 3.5 Let 𝐺 be a locally compact group and 𝒜 an 𝐻∗-algebra. 

The (vector-valued) reduced group 𝐶∗-algebra 𝐶𝑟
∗(𝐺,𝒜) is the completion of 𝐶𝑐(𝐺,𝒜) with respect to the norm  

sup
𝑔∈𝐿2(𝐺,𝐴)

{‖𝑓 ∗ 𝑔‖𝐿2(𝐺,𝒜) ∶  ‖𝑔‖2 ≤ 1} . 

Proposition 3.6 The space 𝐶𝑐(𝐺,𝒜) is isometrically isomorphic to the space 𝒯(𝐺,𝒜). 

Proof.  The operators 𝛬𝑓 determine the bijective linear map  

𝛬: 𝐶𝑐(𝐺,𝒜) ⟶ 𝒯(𝐺,𝒜) ⊂ ℬ(𝐿2(𝐺,𝒜))

𝑓 ⟼ 𝛬𝑓 .
 

Moreover, for any 𝑓 ∈ 𝐶𝑐(𝐺,𝒜),  
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∥ 𝛬(𝑓) ∥ℬ(𝐿2(𝐺,𝒜)) = ‖𝛬𝑓‖ℬ(𝐿2(𝐺,𝒜))

= sup
𝑔∈𝐿2(𝐺,𝒜)

{‖𝛬𝑓𝑔‖𝐿2(𝐺,𝒜)
∶ ‖𝑔‖2 ≤ 1}

= sup
𝑔∈𝐿2(𝐺,𝒜)

{‖𝑓 ∗ 𝑔‖𝐿2(𝐺,𝒜): ∥ 𝑔 ∥2≤ 1}

 

                                                                                          = ‖𝑓‖𝐶𝑟∗, 

which completes the proof.  ∎ 

Corollary 3.7 Assume 𝒜 is an 𝐻∗-algebra and 𝐺 a locally compact group. The norm 

‖𝑓‖𝐶𝑟∗: = sup
𝑔∈𝐿2(𝐺,𝒜)

{‖𝑓 ∗ 𝑔‖2: ‖𝑔‖2 ≤ 1} 

is a 𝐶∗-norm on 𝐶𝑟
∗(𝐺,𝒜). 

Proof.  We already know that 𝐶𝑐(𝐺,𝒜) is a ∗-algebra, and (𝐶𝑟
∗(𝐺,𝒜), ∥⋅∥𝐶𝑟∗)  is a Banach space. Moreover, 

using Proposition 3.6 we have : 

(i) -Submultiplicative property: 

 

‖𝑓1 ∗ 𝑓2‖𝐶𝑟∗ = ‖𝛬𝑓1 ∘ 𝛬𝑓2‖ℬ(𝐿2(𝐺,𝒜))

≤ ‖𝛬𝑓1‖ℬ(𝐿2(𝐺,𝒜))
‖𝛬𝑓2‖ℬ(𝐿2(𝐺,𝒜))

= ‖𝑓1‖𝐶𝑟∗‖𝑓2‖𝐶𝑟∗
 

 

(ii) -‖⋅‖𝐶𝑟∗ is a normed algebra:  

‖𝑓‖
𝐶𝑟
∗ = ‖(𝛬𝑓)

⋆
‖
ℬ(𝐿2(𝐺,𝒜))

= ‖𝛬𝑓‖ℬ(𝐿2(𝐺,𝒜))
=∥ 𝑓 ∥𝐶𝑟∗ , 

(iii) -The 𝐶∗-property: 

‖𝑓 ∗ 𝑓‖
𝐶𝑟
∗ = ‖(𝛬𝑓)

⋆
∘ 𝛬𝑓‖ = ‖𝛬𝑓‖

2
= ‖𝑓‖2 .  ∎ 

 

Following Proposition 3.6, the reduced group 𝐶∗-algebra 𝐶𝑟
∗(𝐺,𝒜) can be defined equivalently as follows: 

 

Definition 3.8 (Definition 3.5 bis) 

Let 𝐺 be a locally compact group and 𝒜 an 𝐻∗-algebra. The (vector-valued) reduced group 𝐶∗-algebra 𝐶𝑟
∗(𝐺,𝒜) 

is the closure of the space 𝒯(𝐺,𝒜), with respect to the operator norm on ℬ(𝐿2(𝐺,𝒜)). 

Remark 3.9 In the second definition, 𝐶𝑟
∗(𝐺,𝒜) is indeed a 𝐶∗-algebra. In fact, 𝐶𝑟

∗(𝐺,𝒜) is a closed self-adjoint 

subalgebra of the 𝐶∗-algebra ℬ(𝐿2(𝐺,𝒜)) with respect to the 𝐶∗-norm of ℬ(𝐿2(𝐺,𝒜)) (the operator norm). By 

following this definition, one can conclude that 𝐶𝑟
∗(𝐺,𝒜) is the 𝐶∗-algebra generated by the image of the left 

regular representation of 𝐶𝑐(𝐺,𝒜) on 𝐿2(𝐺,𝒜) . 
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4.  The generalized group von Neumann algebra 𝑽𝑵(𝑮,𝓐) 

Definition 4.1 The (vector-valued) group von Neumann algebra 𝑉𝑁(𝐺,𝒜) of 𝐺 is the enveloping von Neumann 

algebra of 𝐶∗(𝐺,𝒜), i.e. the weak operator topology closure of 𝐶𝑟
∗(𝐺,𝒜). 

Remark 4.2 -Considering the previous assertions in Remark 3.9 about the reduced 𝐶∗-algebra, one can also 

define the (vector-valued) group von Neumann algebra as follows:  

𝑉𝑁(𝐺,𝒜) = {𝜆(𝑠): 𝑠 ∈ 𝐺} 

where 𝜆: 𝐺 → ℬ(𝐿2(𝐺,𝒜)) is the left regular representation of 𝐺. 

𝜆(𝑠): 𝐿2(𝐺,𝒜) ⟶ 𝐿2(𝐺,𝒜)

𝑓 ⟼ 𝑔, 𝑔(𝑡) = 𝑓(𝑠−1𝑡)
 

-Naturally, 𝐴(𝐺, ℂ) = 𝐴(𝐺) and 𝑉𝑁(𝐺, ℂ) = 𝑉𝑁(𝐺). 

Proposition 4.3 The Fourier algebra 𝐴(𝐺,𝒜) is isometrically isomorphic to the predual of the group von 

Neumann algebra 𝑉𝑁(𝐺,𝒜). 

Proof.  Consider the mapping  

𝜙: 𝑉𝑁(𝐺,𝒜) ⟶ (𝐴(𝐺,𝒜))
∗

𝑣 ⟼ 𝜙(𝑣)
 

 

such that if 𝑢 = 𝑓 ∗ 𝑔̃ ∈ 𝐴(𝐺,𝒜), then 𝜙(𝑣)(𝑢) = ⟨𝛬𝑣𝑓, 𝑔⟩ = ∫ ⟨(𝛬𝑣𝑓)(𝑥), 𝑔(𝑥)⟩𝐺 𝒜
dμ(x). 

We know that 𝐶𝑟
∗(𝐺,𝒜) is a 𝐶∗-subalgebra of ℬ(𝐿2(𝐺,𝒜)) with strong closure 𝑉𝑁(𝐺,𝒜), so the closed unit ball 

of 𝐶𝑟
∗(𝐺,𝒜) is strongly dense in the unit ball of 𝑉𝑁(𝐺,𝒜) (Kaplansky theorem of density). Thus, there exists a 

sequence (𝑤𝑛) in 𝐶𝑐(𝐺,𝒜) such that ‖𝑤𝑛‖𝐶𝑟∗ ≤ ‖𝑣‖𝐶𝑟∗ and (𝛬𝑤𝑛) ⟶
𝑠𝑡𝑟𝑜𝑛𝑔𝑙𝑦

𝛬𝑣. Moreover, 

|𝜙(𝑣)(𝑢)| = lim
𝑛
|⟨𝛬𝑤𝑛𝑓, 𝑔⟩|

= lim
𝑛
|∫ ⟨𝛬𝑤𝑛𝑓(𝑥), 𝑔(𝑥)⟩𝒜

𝑑𝜇(𝑥)
𝐺

|

= lim
𝑛
|∫ ⟨𝑤𝑛 ∗ 𝑓(𝑥), 𝑔(𝑥)⟩𝒜𝑑𝜇(𝑥)
𝐺

|

 

= lim
𝑛
|∫ ⟨∫ 𝑤𝑛(𝑦)𝑓(𝑦

−1𝑥)𝑑𝑦, 𝑔(𝑥)
𝐺

⟩

𝒜

𝑑𝜇(𝑥)
𝐺

|

                                            = lim
𝑛
|∫ ⟨𝑤𝑛(𝑦),∫ 𝑔(𝑥)(𝑓(𝑦−1𝑥))

∗𝒜
𝑑𝑥

𝐺

⟩

𝒜

𝑑𝑦
𝐺

|

= lim
𝑛
|∫ ⟨𝑤𝑛(𝑦),∫ 𝑔(𝑦𝑧)(𝑓(𝑧))

∗𝒜
𝑑𝑧

𝐺

⟩

𝒜

𝑑𝑦
𝐺

|
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                                            = lim
𝑛
|∫ ⟨𝑤𝑛(𝑦), (∫𝑓(𝑧)(𝑔(𝑦𝑧))

∗𝐴
𝑑𝑧

 

𝐺

)

∗𝒜

⟩

𝒜

𝑑𝑦
 

𝐺

|

 = lim
𝑛
|∫ ⟨𝑤𝑛(𝑦), (∫𝑓(𝑧)𝑔~(𝑧

−1𝑦−1)𝑑𝑧
 

𝐺

)

∗𝒜

⟩

𝒜

𝑑𝑦
 

𝐺

|

 = lim
𝑛
|∫ ⟨𝑤𝑛(𝑦), (𝑓 ∗ 𝑔~(𝑦

−1))
∗𝒜
⟩
𝒜
𝑑𝑦

 

𝐺

|

 

                                             = lim
𝑛
|∫ ⟨𝑤𝑛(𝑦), 𝑢~(𝑦)⟩𝒜𝑑𝑦

 

𝐺

|

 ≤ lim
𝑛
‖𝑤𝑛‖𝐶𝑟∗‖𝑢‖𝐴(𝐺,𝒜)

 ≤ ‖𝑣‖𝐶𝑟∗‖𝑢‖𝐴(𝐺,𝒜)

                                          

 ⟹ ‖𝜙(𝑣)‖ ≤ ‖𝑣‖                       

 

Moreover, we have 

∥ 𝑣 ∥𝐶𝑟∗ = sup
𝑓∈𝐿2(𝐺,𝒜)

{‖ℎ ∗ 𝑓‖2: ‖𝑓‖2 ≤ 1}

                                          = sup
𝑓,𝑔∈𝐿2(𝐺,𝒜)

{|〈ℎ ∗ 𝑓, 𝑔〉L2| ∶ ‖𝑓‖2 ≤ 1 , ‖𝑓‖2 ≤ 1}
 

              ≥ sup
𝑓,𝑔∈𝐿2(𝐺,𝒜)

{|𝜙(𝑣)(𝑢)|: ‖𝑢‖ ≤ 1}

 ≥ ‖𝜙(𝑣)‖.
 

 

The linearity of 𝜙 is obvious, let us prove the injectivity. Assume 𝜙(𝑇) = 0, then for all 𝑓, 𝑔 ∈ 𝐿2(𝐺,𝒜), 

𝜙(𝑇)(𝑓 ∗ 𝑔̃) = 0 ⟹ ∫⟨𝑇(𝑦), (𝑓 ∗ 𝑔~(𝑦))
∗𝒜
⟩
𝒜
𝑑𝑦 = 0

 

𝐺

 ⟹ 𝑇(𝑦) = 0 ∀𝑦 ∈ 𝐺
 ⟹ 𝑇 = 0

 

Conversely, assume  𝜑 ∈ (𝐴(𝐺,𝒜))
∗
    and let 𝑓, 𝑔 ∈ 𝐿2(𝐺,𝒜), then 

|𝜑(𝑓 ∗ 𝑔~)| ≤ ‖𝜑‖
(𝐴(𝐺,𝒜))

∗‖𝑓 ∗ 𝑔~‖𝐴(𝐺,𝒜)     (since 𝜑 is continuous)

 ≤ ‖𝜑‖‖𝑓‖2‖𝑔‖2
 ⟹ sup

𝑓,𝑔∈𝐿2(𝐺𝒜)
{|𝜑(𝑓 ∗ 𝑔~)|: ‖𝑓‖2 ≤ 1, ‖𝑔‖2 ≤ 1} ≤ ‖𝜑‖(𝐴(𝐺,𝒜))∗

 

Then, there exists a linear map 𝒱𝜑 ∈ ℬ(𝐿2(𝐺,𝒜)) such that ⟨𝒱𝜑𝑓, 𝑔⟩ = 𝜑(𝑓 ∗ 𝑔~) and ‖𝒱𝜑‖ ≤ ‖𝜑‖. 

Let us prove that 𝒱𝜑 commutes with convolution : 

∀𝑓, 𝑔 ∈ 𝐿2(𝐺,𝒜), ∀ℎ ∈ 𝐶𝑐(𝐺,𝒜), we have 

⟨𝒱𝜑(𝑓 ∗ ℎ), 𝑔⟩ = 𝜑((𝑓 ∗ ℎ) ∗ 𝑔̃) = 𝜑(𝑓 ∗ (ℎ ∗ 𝑔̃))

 = 𝜑 (𝑓 ∗ (𝑔 ∗ ℎ̃)̃  )
 

 = ⟨𝒱𝜑𝑓, 𝑔 ∗ ℎ̃⟩

 = ⟨(𝒱𝜑𝑓) ∗ ℎ, 𝑔⟩ ,
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which implies that 𝒱𝜑(𝑓 ∗ ℎ) = (𝒱𝜑𝑓) ∗ ℎ, and 𝒱𝜑 is an element of 𝑉𝑁(𝐺,𝒜).  ∎ 

Let 𝐶𝑏(𝐺) be the space of all bounded continuous functions from 𝐺 to ℂ, a function 𝑓 ∈ 𝐶𝑏(𝐺) such that ∀𝑔 ∈

𝐴(𝐺), 𝑓𝑔 ∈ 𝐴(𝐺) is said to be a multiplier of 𝐴(𝐺). The space of all completely bounded multipliers on 𝐴(𝐺) is 

denoted by 𝑀𝑐𝑏(𝐴(𝐺)). In a similar way, we define the space of completely bounded multipliers on 𝐴(𝐺,𝒜) 

and the space of completely bounded vector-valued multipliers on 𝐴(𝐺,𝒜). 

Definition 4.4 Let 𝐺 be a locally compact group, 𝒜 an 𝐻∗-algebra and 𝐶𝑏(𝐺,𝒜) the space of all bounded 

continuous functions from 𝐺 to 𝒜. Let 𝑉1 ⊂ 𝐶
𝑏(𝐺,𝒜) and 𝑉2 ⊂ 𝐴(𝐺,𝒜) two vector spaces. We denote by 

𝑀𝑐𝑏𝐴(𝐺,𝒜) ⊂ 𝐶
𝑏(𝐺,𝒜) (resp. 𝑀𝑐𝑏𝑉2) the space of completely bounded multipliers on 𝐴(𝐺,𝒜) (resp. on 𝑉2), i.e. 

the collection of functions 𝑓 ∈ 𝐶𝑏(𝐺,𝒜) (resp. on 𝑉1) such that 𝑓𝑔 ∈ 𝐴(𝐺,𝒜) (resp. 𝑓𝑔 ∈ 𝑉2) for each 𝑔 ∈ 𝐴(𝐺,𝒜) 

(resp. for each 𝑔 ∈ 𝑉2) and the operator  

𝑀𝑓: 𝐴(𝐺,𝒜) ⟶ 𝐴(𝐺,𝒜)(𝑟𝑒𝑠𝑝. 𝑉2 → 𝑉2)

𝑔 ⟼ 𝑓𝑔,                                       
 

is completely bounded, 

where  

𝑓𝑔: 𝐺 ⟶ 𝒜

𝑡 ⟼ 𝑓(𝑡)⏟
∈𝒜

𝑔(𝑡)⏟
∈𝒜

 

Remark 4.5 We denote by 𝑀𝐴(𝐺,𝒜) the space of all multipliers of 𝐴(𝐺,𝒜). Let 𝜆 be the left regular 

representation of 𝐶𝑐(𝐺,𝒜) on 𝐿2(𝐺,𝒜). As in the case of multipliers of 𝐴(𝐺) (cf [9], Introduction), each 𝑓 ∈

𝑀𝐴(𝐺,𝒜) generates an operator 𝑀𝑓 on 𝐴(𝐺,𝒜) whose transpose defines a 𝜎-weakly continuous operator 𝑀𝑓 on 

𝑉𝑁(𝐺,𝒜) such that 𝑀𝑓𝜆(𝑠) = 𝑓(𝑠)𝜆(𝑠), for 𝑠 ∈ 𝑉𝑁(𝐺,𝒜), 

Definition 4.6 We define 𝐴0(𝐺,𝒜) as the following vector space.  

𝐴0(𝐺,𝒜) = {∑𝑎𝑗𝑔𝑗: 𝑎𝑗 ∈ 𝒜, 𝑔𝑗 ∈ 𝐴(𝐺), 𝑛 ∈ ℕ
∗

𝑛

𝑗=1

}. 

We also define the vector space 𝐶𝑏0(𝐺,𝒜) as follows.  

𝐶𝑏0(𝐺,𝒜) = {∑𝑎𝑗𝑔𝑗: 𝑎𝑗 ∈ 𝒜, 𝑔𝑗 ∈ 𝐶
𝑏(𝐺), 𝑛 ∈ ℕ∗

𝑛

𝑗=1

}. 

Theorem 4.7 Let 𝐺 be a locally compact group and let 𝒜 be a unital and commutative 𝐻∗-algebra. The 

following assertions hold: 

(i) 𝐴0(𝐺,𝒜) ⊂ 𝐴(𝐺,𝒜), 𝐴0(𝐺,𝒜) is dense in 𝐴(𝐺,𝒜). 

(ii) 𝐶𝑏0(𝐺,𝒜) ⊂ 𝐶𝑏(𝐺,𝒜), 𝐶𝑏0(𝐺,𝒜) is dense in 𝐶𝑏(𝐺,𝒜). 

Proof. 

(i) Let 𝑎 ∈ 𝒜 and 𝑓 ∈ 𝐴(𝐺). There exists 𝑓1, 𝑓2 ∈ 𝐿2(𝐺) such that 𝑓 = 𝑓1 ∗ 𝑓2~. Consider the function  

𝑎𝑓: 𝐺 → 𝐿2(𝐺,𝒜)

𝑡 ↦ 𝑎(𝑓(𝑡)).
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We have, 𝑎𝑓 = 𝑎𝑓1 ∗ 𝑓2̃ = (𝑎𝑓1) ∗ (1𝒜𝑓2̃) = (𝑎𝑓1)⏟  
∈𝐿2(𝐺,𝒜)

∗ (1𝒜𝑓2)⏟  ̃
∈𝐿2(𝐺,𝒜)

 which implies that 𝑎𝑓 ∈ 𝐴(𝐺,𝒜), and finally 

𝐴0(𝐺,𝒜) ⊂ 𝐴(𝐺,𝒜). 

  Let 𝑓 = 𝑔 ∗ ℎ ∈ 𝐴(𝐺,𝒜), with 𝑔, ℎ ∈ 𝐿2(𝐺,𝒜) 

  Set 

𝐿2
0(𝐺,𝒜) = {∑𝑎𝑗𝑔𝑗

𝑛

𝑗=1

: 𝑎𝑗 ∈ 𝒜, 𝑔𝑗 ∈ 𝐿2(𝐺), 𝑛 ∈ ℕ
∗} , 

,      It is know that 𝐿2
0(𝐺,𝒜) is dense in 𝐿2(𝐺,𝒜) , then for all 𝜀 > 0, there exist 𝑔𝜀 , ℎ𝜀 ∈ 𝐿2

0(𝐺,𝒜) such that 

‖𝑔 − 𝑔𝜀‖2 ≤
𝜀

2(1 + 𝑀𝜀)
and ‖ℎ − ℎ𝜀‖2 ≤

𝜀

2(1 + 𝑀𝜀)
 , 

Where 𝑀𝜀 = sup{‖𝑔𝜀‖2; ‖ℎ𝜀‖2}. 

Moreover, there exist 𝑛,𝑚 ∈ ℕ∗, 𝑎𝜀,1, 𝑎𝜀,2, … , 𝑎𝜀,𝑛 , 𝑏𝜀,1, 𝑏𝜀,2, … , 𝑏𝜀,𝑚 ∈ 𝒜 and 

𝑔𝜀,1, 𝑔𝜀,2, … , 𝑔𝜀,𝑛, ℎ𝜀,1, ℎ𝜀,2… , ℎ𝜀,𝑚 ∈ 𝐿2(𝐺,𝒜) such that  

 

𝑔𝜀 ∗ ℎ̃𝜀 = (∑𝑎𝜀,𝑖𝑔𝜀,𝑖

𝑛

𝑖=1

) ∗ (∑𝑏𝜀,𝑗ℎ̃𝜀,𝑗

𝑚

𝑖=1

)

= ∑∑𝑎𝜀,𝑖𝑏𝜀,𝑗  (𝑔𝜀,𝑖 ∗ ℎ̃𝜀,𝑗⏟      
∈A(G)

)

m

j=1

n

i=1

 

which means that 𝑔𝜀 ∗ ℎ̃ε is an element of 𝐴0(𝐺,𝒜). 

Set 𝑓𝜀 = 𝑔𝜀 ∗ ℎ̃ε , we have, 

‖𝑓 − 𝑓𝜀‖𝐴(𝐺,𝒜) = ‖𝑔 ∗ ℎ̃ − 𝑔𝜀 ∗ ℎ̃𝜀‖𝐴(𝐺𝒜)

≤ ‖𝑔𝜀 ∗ (ℎ̃ − ℎ̃𝜀)‖𝐴(𝐺,𝒜) + ‖
(𝑔 − 𝑔𝜀) ∗ ℎ̃‖𝐴(𝐺,𝒜)

≤ ‖𝑔𝜀‖2‖ℎ − ℎ𝜀‖2‖𝑔 − 𝑔𝜀‖2‖ℎ‖2

 

≤ 𝜀 (
𝑀𝜀

1 + 𝑀𝜀
)

≤ 𝜀

                                          

 

  Hence, 𝐴0(𝐺,𝒜) is dense in 𝐴(𝐺,𝒜). 

(ii) This follows by using the same method as in (i). 

Remark 4.8 If 𝒜 = ℂ, then 𝐴0(𝐺, ℂ) = 𝐴(𝐺) and 𝐶𝑏0(𝐺, ℂ) = 𝐶𝑏(𝐺). 

Corollary 4.9 Let 𝐺 be a locally compact group and let 𝒜 be a unital commutative 𝐻∗-algebra. 𝐴(𝐺) ⊗𝒜 is 

isometrically isomorphic to a dense subspace of 𝐴(𝐺,𝒜). 
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Proof.  It is obvious that the space 𝐴0(𝐺,𝒜) is isometrically isomorphic to 𝐴(𝐺) ⊗𝒜, so using the previous 

theorem, we are done.  ∎ 

Proposition 4.10 Let (𝜉𝑗)𝑗∈𝐽 be an orthonormal basis of an 𝐻∗-algebra 𝒜. For each 𝑔 ∈ 𝐴0(𝐺,𝒜), there exists a 

family of functions in𝐴(𝐺) such that  

𝑔(𝑡) =∑𝑔𝑗(𝑡)𝜉𝑗
𝑗∈𝐽

 . 

Proof.  Let 𝑔 ∈ 𝐴0(𝐺,𝒜), then  

𝑔 =∑𝑎𝑖ℎ𝑖

𝑛

𝑖=1

 , 

 with 𝑎𝑖 ∈ 𝒜 and ℎ𝑖 ∈ 𝐴(𝐺). Since 𝒜 has a Hilbert space structure with (𝜉𝑗)𝑗∈𝐽 as an orthonormal basis, then 

for all 𝑡 ∈ 𝐺 we have: 

𝑔(𝑡) = ∑𝑎𝑖(ℎ𝑖(𝑡))

𝑛

𝑖=1

= ∑(∑𝜆𝑖
𝑗

𝑗∈𝐽

𝜉𝑗) (ℎ𝑖(𝑡))where𝜆𝑖
𝑗
∈C  

𝑛

𝑖=1

 

= ∑(∑𝜆𝑖
𝑗

𝑛

𝑖=1

(ℎ𝑖(𝑡))) 𝜉𝑗
𝑗∈𝐽

                   = ∑𝑔𝑗(𝑡)

𝑗∈𝐽

𝜉𝑗with𝑔𝑗 =∑𝜆𝑖
𝑗

𝑛

𝑖=1

ℎ𝑖 ∈ 𝐴(𝐺).  ∎

 

Lemma 4.11 Let 𝐺 be a locally compact group and let 𝒜 be a unital and commutative 

𝐻∗-algebra. A function 𝑓 = ∑ 𝑓𝑖 ∈ 𝐶
𝑏0(𝐺,𝒜)𝑛

𝑖=1  is a completely bounded multiplier on 𝐴0(𝐺,𝒜) if and only if for 

each 1 ≤ 𝑖 ≤ 𝑛, 𝑓𝑖 is a completely bounded multiplier on 𝐴(𝐺). 

Proof.  Assume 𝑓 is a completely bounded multiplier on 𝐴0(𝐺,𝒜), then for all 𝑔 ∈ 𝐴0(𝐺,𝒜), 𝑓𝑔 ∈ 𝐴0(𝐺,𝒜), 

𝑖. 𝑒.  ∑𝑎𝑖𝑓𝑖∑𝑏𝑗𝑔𝑗 =∑∑𝑎𝑖𝑏𝑗𝑓𝑖𝑔𝑗

𝑚

𝑗=1

∈ 𝐴0(𝐺,𝒜)

𝑛

𝑖=1

𝑚

𝑗=1

𝑛

𝑖=1

 

𝑖. 𝑒.  for all1 ≤ 𝑖 ≤ 𝑛, 1 ≤ 𝑗 ≤ 𝑚, 𝑓𝑖𝑔𝑗 ∈ 𝐴(𝐺) .    (1) 

Since for all 𝑏 ∈ 𝒜 and for all ℎ ∈ 𝐴(𝐺) we have 𝑏ℎ ∈ 𝐴0(𝐺,𝒜) 

then by setting 𝑚 = 1, 𝑏1 = 𝑏 and 𝑔1 = ℎ,  (1) becomes 

∀ℎ ∈ 𝐴(𝐺), and 1 ≤ 𝑖 ≤ 𝑛,   𝑓𝑖ℎ ∈ 𝐴(𝐺). 

Moreover, since the operator,  

ℳ𝑓: 𝐴
0(𝐺,𝒜) → 𝐴0(𝐺,𝒜)

𝑔 ↦ 𝑓𝑔,
 

is completely bounded, it is obvious that for each 1 ≤ 𝑖 ≤ 𝑛, the operator 
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𝑚𝑓𝑖: 𝐴(𝐺) → 𝐴(𝐺)

ℎ ↦ 𝑓𝑖ℎ,
 

is also completely bounded. In fact, sinceℳ𝑓 is 𝑐. 𝑏. on 𝐴0(𝐺,𝒜), we have 

sup
𝑘∈ℕ∗

‖𝐼𝑀𝑘 ⊗ℳ𝑓‖ℬ(𝑀𝑘⊗𝐴0(𝐺,𝒜))
< ∞ . 

 So ∀𝛼 ∈ 𝑀𝑘, ∀ℎ ∈ 𝐴(𝐺), ∀𝑏 ∈ 𝒜 such that ∥ 𝛼 ⊗ 𝑏ℎ ∥≤ 1, we have  

sup
𝑘∈ℕ∗

‖𝛼 ⊗ ((𝑎𝑖𝑓𝑖)(𝑏ℎ))‖𝑀𝑘⊗𝐴0(𝐺,𝒜)
< ∞ , 

 with 1 ≤ 𝑖 ≤ 𝑛. This implies that 

∥ 𝑎𝑖 ∥𝒜 sup
𝑘∈ℕ∗

‖(𝐼𝑀𝑘 ⊗𝑚𝑓𝑖)(𝛼 ⊗ ℎ)‖
𝑀𝑘⊗𝐴(𝐺)

< ∞,∀𝛼 ∈ 𝑀𝑘 , ∀ℎ ∈ 𝐴(𝐺) such that ∥ 𝛼 ⊗ ℎ ∥≤ 1. 

Hence sup
𝑘∈ℕ∗

‖𝐼𝑀𝑘 ⊗𝑚𝑓𝑖‖𝐵(𝑀𝑘⊗𝐴(𝐺))
< ∞ and 𝑚𝑓𝑖 is completely bounded on  𝐴(𝐺). 

We conclude that for all 1 ≤ 𝑖 ≤ 𝑛, 𝑓𝑖 is a completely bounded multiplier on 𝐴(𝐺). 

Conversely, if for all 1 ≤ 𝑖 ≤ 𝑛, 𝑓𝑖 is a completely bounded multiplier on 𝐴(𝐺), then for all ℎ ∈ 𝐴(𝐺), 𝑓𝑖ℎ ∈ 𝐴(𝐺). 

Let 𝑔 ∈ 𝐴0(𝐺,𝒜), there exists a family of elements 𝑏1, 𝑏2, ⋯ , 𝑏𝑚 ∈ 𝒜,𝑔1, 𝑔2, ⋯ , 𝑔𝑚 ∈ 𝐴(𝐺)(𝑚 ∈ ℕ∗) such that  

𝑔 =∑𝑏𝑗𝑔𝑗  .

𝑚

𝑗=1

 

Thus, 𝑓𝑖𝑔𝑗 ∈ 𝐴(𝐺) and 𝑎𝑖𝑏𝑗 ∈ 𝒜, which means that 𝑓𝑔 ∈ 𝐴0(𝐺,𝒜). 

Now, let 𝑘 ∈ ℕ∗ and 𝛼𝑘 ∈ 𝑀𝑘 such that ‖𝛼𝑘⊗𝑔‖ ≤ 1, then ‖𝑏𝑗‖ ≤ 1 and ‖𝑔𝑗‖ ≤ 1 (for all 1 ≤ 𝑗 ≤ 𝑚). Set 

 

𝜔 = sup
1≤𝑖≤𝑛

{‖𝑎𝑖‖𝒜 ∥ 𝑚𝑓𝑖 ∥𝑐𝑏(𝐴(𝐺))} 

and 

𝒮 = sup
𝑘∈ℕ∗

{‖(𝐼𝑀𝑘 ⊗ℳ𝑓)(𝛼𝑘⊗𝑔)‖
𝑀𝑘⊗min𝐴

0(𝐺,𝒜)
} , 

we have: 

𝒮 = sup
𝑘∈ℕ∗

{‖𝛼𝑘⊗ (𝑓𝑔)‖𝑀𝑘⊗min𝐴
0(𝐺,𝒜)}

≤ sup
𝑘∈ℕ∗

{∑∑‖𝛼𝑘⊗𝑎𝑖𝑏𝑗𝑓𝑖𝑔𝑗‖𝑀𝑘⊗min𝐴
0(𝐺,𝒜)

𝑚

𝑗=1

𝑛

𝑖=1

}

≤ sup
𝑘∈ℕ∗

{∑∑‖𝑎𝑖𝑏𝑗‖𝒜‖𝛼𝑘⊗ (𝑓𝑖𝑔𝑗)‖𝑀𝑘⊗min A(𝐺)

𝑚

𝑗=1

𝑛

𝑖=1

}

 

                                ≤ ∑∑‖𝑎𝑖‖𝒜‖𝑏𝑗‖𝒜 sup𝑘∈ℕ∗
{‖(𝐼𝑀𝑘 ⊗𝑚𝑓𝑖)(𝛼𝑘⊗ (𝑔𝑗)‖𝑀𝑘⊗min A(𝐺)

}

𝑚

𝑗=1

𝑛

𝑖=1

≤ 𝑚∑‖𝑎𝑖‖𝒜 sup
𝑘∈ℕ∗

{‖𝐼𝑀𝑘 ⊗𝑚𝑓𝑖‖ℬ(𝑀𝑘⊗ A(𝐺))
}

𝑛

𝑖=1

≤ 𝑚∑‖𝑎𝑖‖‖𝑚𝑓𝑖‖𝑐𝑏(𝐴(𝐺))

𝑛

𝑖=1
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𝒮 ≤ 𝑚𝑛𝜔
< ∞

                                                                           

which implies that sup
𝑘∈ℕ∗

{‖(𝐼𝑀𝑘 ⊗ℳ𝑓)‖ℬ(𝑀𝑘⊗𝐴0(𝐺,𝒜))
} < ∞, that is the operator  

ℳ:𝐴0(𝐺,𝒜) → 𝐴0(𝐺,𝒜)
𝑔 ↦ 𝑓𝑔,

 

is completely bounded.∎ 

We have the following theorem which is a vector-valued extension of a result given by Gilbert [7] and proved 

by Jolissaint in [9]. 

Theorem 4.12 Let 𝐺 be a locally compact group, 𝒜 a unital and commutative 𝐻∗-algebra and let 𝑓 ∈ 𝐶𝑏(𝐺,𝒜). 

The following assertions are equivalent: 

(i) 𝑓 is a completely bounded multiplier on 𝐴0(𝐺,𝒜). 

(ii) there exists an integer 𝑛 ∈ ℕ∗,a family (𝑎𝑖)𝑖∈𝐼with 𝑎𝑖 ∈ 𝒜, a Hilbert space 𝐾 and two families of bounded 

continuous functions (𝛼𝑖)𝑖∈𝐼 , (𝛽𝑖)𝑖∈𝐼 from 𝐺 to 𝐾 such that for all 𝑠, 𝑡 ∈ 𝐺,  

𝑓(𝑡−1𝑠) =∑(⟨𝛼𝑖(𝑠), 𝛽𝑖(𝑡)⟩𝐾)

𝑖∈𝐼

𝑎𝑖  , 

where ⟨⋅ ,⋅⟩𝐾 denotes the inner-product on 𝐾 and 𝐼 = {1,2,⋯ , 𝑛} ⊂ ℕ∗. 

Proof. 

(i)⇒ (ii): Since 𝑓 ∈ 𝐶𝑏0(𝐺,𝒜), there exist 𝑛 ∈ ℕ∗, 𝑎1, 𝑎2, ⋯ , 𝑎𝑛 ∈ 𝒜 and 𝑓1, 𝑓2, ⋯ , 𝑓𝑛 ∈ 𝐴(𝐺) such that 

𝑓 =∑𝑎𝑖𝑓𝑖

𝑛

𝑖=1

 . 

If 𝑓 = ∑ 𝑎𝑖𝑓𝑖
𝑛
𝑖=1  is a completely bounded multiplier on 𝐴0(𝐺,𝒜), then for each 1 ≤ 𝑖 ≤ 𝑛, 𝑓𝑖 is a completely 

bounded multiplier on 𝐴(𝐺) (Lemma 4.11). Using Gilbert’s Theorem, we claim that for each 𝑖, there exist a 

Hilbert space 𝐾𝑖 and two bounded continuous functions 𝛾𝑖 , 𝛿𝑖 from 𝐺 to 𝐾𝑖 such that 

𝑓𝑖(𝑡
−1𝑠) = ⟨𝛼𝑖(𝑠), 𝛽𝑖(𝑡)⟩for all  𝑠, 𝑡 ∈ 𝐺.  

Each 𝛾𝑖 (resp. 𝛿𝑖) can be identified to the element 

𝛼𝑖 = (0,… ,0, 𝛾𝑖⏟
𝑖𝑡ℎ𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡

, 0, … ,0) (resp.  𝛽𝑖 = (0,… ,0, 𝛿𝑖⏟
𝑖𝑡ℎ𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡

, 0, … ,0) ) 

 of the Hilbert space 

𝐾 = ⨁
𝑖∈𝐼
𝐾𝑖  . 

Finally, 

𝑓(𝑡−1𝑠) = ∑⟨𝛼𝑖(𝑠), 𝛽𝑖(𝑡)⟩𝐾

𝑛

𝑖=1

𝑎𝑖  . 
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(ii)⇒ (i): Conversely, assume 

𝑓(𝑡−1𝑠) = ∑⟨𝛼𝑖(𝑠), 𝛽𝑖(𝑡)⟩𝐾

𝑛

𝑖=1

𝑎𝑖 , then 𝑓(t) =∑(⟨𝛼𝑖(𝑡), 𝛽𝑖(1𝐺)⟩𝐾)

𝑛

𝑖=1

𝑎𝑖  .  

 Let 𝑓𝑖 be the functions from 𝐺 to ℂ such that 𝑓𝑖(𝑡
−1𝑠) = ⟨𝛼𝑖(𝑠), 𝛽𝑖(𝑡)⟩𝐾 for all 𝑠, 𝑡 ∈ 𝐺, thus 𝑓𝑖: 𝑡 ↦

⟨𝛼𝑖(𝑡), 𝛽𝑖(1𝐺)⟩𝐾 are bounded on 𝐺 and we have 

𝑓(𝑡) = ∑(𝑡)𝑎𝑖

𝑛

𝑖=1

 . 

Using Lemma 4.11, all we have to prove is that each 𝑓𝑖 is a completely bounded multiplier on 𝐴(𝐺). This is 

obvious according to Gilbert’s Theorem.∎ 

5.  Group von Neumann algebras and operator spaces 

The group von Neumann algebra 𝑉𝑁(𝐺) (resp. 𝑉𝑁(𝐺,𝒜)) is a closed subspace of ℬ(𝐿2(𝐺)) (resp. ℬ(𝐿2(𝐺,𝒜))) 

and then, is an operator space. Moreover, since 𝐴(𝐺) (resp. 𝐴(𝐺,𝒜)) is a predual of a von Neumann algebra, it 

can be equipped with its canonical operator space structure. 

In this section, the 𝐻∗-algebra 𝒜 is assumed to have a dual operator space structure, i.e. 𝒜 is an operator 

space and there exists an operator space 𝐸 such that 𝒜 is completely isometric to the dual operator 𝐸∗ of 𝐸 . 

The operator space 𝐸 is called the operator predual of the dual operator space 𝒜 and shall be denoted 𝒜∗ 

(for more details about operator predual of a dual operator space, see [12]). 

Theorem 5.1 

(i) The space 𝑉𝑁(𝐺) ⊗min𝒜 is completely and isometrically isomorphic to the space 𝑉𝑁(𝐺,𝒜). 

(ii) We have the completely isometric injection 

𝐴(𝐺)⊗min 𝒜 ↪ (𝑉𝑁(𝐺) ⨂̂𝒜∗)
∗
  . 

Proof.  The proof of this theorem will be largely analogous to that of Grothendieck’s theorem [8] (§2, section 1 

théorème 2).  

(i) Consider the mapping ℋ:𝑉𝑁(𝐺) ⊗𝒜 → 𝑉𝑁(𝐺,𝒜), 

  such that 

(ℋ𝑢)(𝑡) = ∑𝑢k(t)𝑎𝑘

𝑚

𝑘=1

 

wher𝑒 𝑢 =∑𝑢k⊗ 𝑎𝑘 ∈ 𝑉𝑁(𝐺) ⊗
∨

𝒜

𝑚

𝑘=1

and 𝑡 ∈ 𝐺. 

  ℋ𝑣 is then an element of 𝐶𝑐(𝐺,𝒜) equipped with the norm ‖ ⋅ ‖∞. 

  Let 𝑛 ∈ ℕ∗, consider also the mapping 

ℋ𝑛:𝑀𝑛 (𝑉𝑁(𝐺) ⊗
∨

𝒜) ⟶ 𝑀𝑛(𝑉𝑁(𝐺,𝒜)) , 

  such that 
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(ℋ𝑛𝑣)(𝑡) = ((ℋ𝑣𝑖𝑗)(𝑡))
1≤𝑖,𝑗≤𝑛

= (∑𝑣𝑖𝑗
𝑘 (t)𝑎𝑖𝑗

𝑘

m

k=1

)

1≤𝑖,𝑗≤𝑛

 

where 𝑣 = (𝑣𝑖𝑗)1≤𝑖,𝑗≤𝑛 ∈ 𝑀𝑛 (𝑉𝑁
(𝐺) ⊗

∨

𝒜) , 

with 𝑣𝑖𝑗 =∑𝑣𝑖𝑗
𝑘 ⊗𝑎𝑖𝑗

𝑘 ∈ 𝑉𝑁(𝐺) ⊗𝒜

𝑚

𝑘=1

and 𝑡 ∈ 𝐺. 

,  

  ℋ𝑛𝑣 is then an element of 𝐶𝑐(𝐺,𝑀𝑛(𝒜)) equipped with the norm ∥⋅∥∞. 

  We have to prove that ∀𝑛 ∈ ℕ∗,ℋ𝑛 is an isometric isomorphism and we are done. 

‖ℋ𝑛𝑣‖∞ = sup{‖(∑𝑣𝑖𝑗
𝑘 (𝑔)𝑎𝑖𝑗

𝑘

𝑚

𝑘=1

)

1≤𝑖,𝑗≤𝑛

‖

𝑀𝑛(𝒜)

: 𝑔 ∈ 𝐺}

= sup{ sup
1≤𝑖,𝑗≤𝑛

‖∑𝑣𝑖𝑗
𝑘 (𝑔)𝑎𝑖𝑗

𝑘

𝑚

𝑘=1

‖

𝒜

: 𝑔 ∈ 𝐺}

= sup { sup
1≤𝑖,𝑗≤𝑛

|𝑎∗ (∑𝑣𝑖𝑗
𝑘 (𝑔)𝑎𝑖𝑗

𝑘

𝑚

𝑘=1

)| : 𝑔 ∈ 𝐺, 𝑎∗ ∈ 𝒜∗, ‖𝑎∗‖ ≤ 1}

 

              = sup { sup
1≤𝑖,𝑗≤𝑛

|∑𝑣𝑖𝑗
𝑘 (𝑔)𝑎∗(𝑎𝑖𝑗

𝑘 )

𝑚

𝑘=1

| : 𝑔 ∈ 𝐺, 𝑎∗ ∈ 𝒜∗, ‖𝑎∗‖ ≤ 1}

= sup { sup
1≤𝑖,𝑗≤𝑛

{sup
𝑔∈𝐺

|∑𝑎∗(𝑎𝑖𝑗
𝑘 )𝑣𝑖𝑗

𝑘 (𝑔)

𝑚

𝑘=1

|}: 𝑎∗ ∈ 𝒜∗, ‖𝑎∗‖ ≤ 1}

= sup{ sup
1≤𝑖,𝑗≤𝑛

‖∑𝑎∗(𝑎𝑖𝑗
𝑘 )𝑣𝑖𝑗

𝑘

𝑚

𝑘=1

‖

∞

: 𝑎∗ ∈ 𝒜∗, ‖𝑎∗‖ ≤ 1}

 

                                                         = sup { sup
1≤𝑖,𝑗≤𝑛

|𝜛 (∑𝑎∗(𝑎𝑖𝑗
𝑘 )𝑣𝑖𝑗

𝑘

𝑚

𝑘=1

)| : 𝜛 ∈ 𝑉𝑁(𝐺)∗, 𝑎∗ ∈ 𝒜∗, ‖𝜛‖ ≤ 1, ‖𝑎∗‖ ≤ 1}

= sup { sup
1≤𝑖,𝑗≤𝑛

|∑𝑎∗(𝑎𝑖𝑗
𝑘 )𝜛(𝑣𝑖𝑗

𝑘 )

𝑚

𝑘=1

| : 𝜛 ∈ 𝑉𝑁(𝐺)∗, 𝑎∗ ∈ 𝒜∗, ‖𝜛‖ ≤ 1, ‖𝑎∗‖ ≤ 1}

= sup { sup
1≤𝑖,𝑗≤𝑛

|(𝜛⨂𝑎∗) (∑𝑣𝑖𝑗
𝑘⨂𝑎𝑖𝑗

𝑘

𝑚

𝑘=1

)| : 𝜛 ∈ 𝑉𝑁(𝐺)∗, 𝑎∗ ∈ 𝒜∗, ‖𝜛‖ ≤ 1, ‖𝑎∗‖ ≤ 1}

 

= sup
1≤𝑖,𝑗≤𝑛

‖∑𝑣𝑖𝑗
𝑘⨂𝑎𝑖𝑗

𝑘

𝑚

𝑘=1

‖

⋁

= ‖𝑣‖

                                                          

that is ‖ℋ𝑛𝑣‖∞ = ‖𝑣‖ . 

  We just proved that 𝑀𝑛 (𝑉𝑁(𝐺) ⊗
∨

𝒜) is isometrically isomorphic with the closed linear subspace of 

𝑀𝑛(𝑉𝑁(𝐺,𝒜)) ≅ 𝑉𝑁(𝐺,𝑀𝑛(𝒜)) generated by the family of functions of the form 
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𝐺 ⟶ 𝑀𝑛(𝒜)

𝑔 ⟼ (∑𝑣𝑖𝑗
𝑘 (𝑔)⨂𝑎𝑖𝑗

𝑘

𝑚

𝑘=1

)
 

  where 𝑣𝑖𝑗
𝑘 ∈ 𝑉𝑁(𝐺) and 𝑎𝑖𝑗

𝑘 ∈ 𝒜 for 1 ≤ 𝑖, 𝑗 ≤ 𝑛 and 1 ≤ 𝑘 ≤ 𝑚; all we have left to do is to show that this 

family is dense in 𝑉𝑁(𝐺,𝑀𝑛(𝒜)). 

  Let 𝑓𝑛: 𝐺 → 𝑀𝑛(𝒜) be continuous and let 𝜀 > 0 be given. 𝑓𝑛(𝐺) is compact so there are points 

𝑡1, 𝑡2⋯ , 𝑡𝑚 ∈ 𝐺 such that for any 𝑡 ∈ 𝐺 there’s a ℓ: 1 ≤ ℓ ≤ 𝑚 for which ∥ 𝑓𝑛(𝑡) − 𝑓𝑛(𝑡ℓ) ∥≤ 𝜀 2⁄ , say. Let 

𝑈ℓ = {𝑡: ‖𝑓𝑛(𝑡) − 𝑓𝑛(𝑡ℓ)‖ ≤ 𝜀}. Then {𝑈1, ⋯ , 𝑈𝑚} is a finite open cover of 𝐺 and therefore, there is a 

continuous partition of unity {𝑓𝑛1, 𝑓𝑛2⋯ , 𝑓𝑛𝑚} subordinate to {𝑈1, ⋯ , 𝑈𝑚} , that is, there are continuous 

real-valued functions 𝑓𝑛1, 𝑓𝑛2⋯ , 𝑓𝑛𝑚 on 𝐺 each having values in [0,1] with 

∑𝑓𝑛𝑘(𝑡) ≡ 𝐼𝑛and 𝑓𝑛𝑘(𝑡) = 0 , when 𝑡 is outside 𝑈𝑘.

𝑚

𝑘=1

 

Define ℎ𝑛: 𝐺 → 𝑀𝑛(𝐴) by  

ℎ𝑛(𝑡) =∑𝑓𝑛ℓ(𝑡)𝑓𝑛(𝑡ℓ)

𝑚

ℓ=1

 . 

Plainly  𝑡 = ℋ𝑛 (∑𝑓𝑛ℓ⊗ 𝑓𝑛(𝑡ℓ)

𝑚

ℓ=1

) 

and if 𝑡 ∈ 𝐺, then 

‖ℎ𝑛(𝑡) − 𝑓𝑛(𝑡)‖ = ‖∑𝑓𝑛ℓ(𝑡)𝑓𝑛(𝑡ℓ) − 𝑓𝑛(𝑡)

𝑚

ℓ=1

‖

= ‖∑𝑓𝑛ℓ(𝑡)[𝑓𝑛(𝑡ℓ) − 𝑓𝑛(𝑡)]

𝑚

ℓ=1

‖

= ‖ ∑ 𝑓𝑛ℓ(𝑡)[𝑓𝑛(𝑡ℓ) − 𝑓𝑛(𝑡)]

ℓ:𝑡∈𝑈ℓ

‖

 

< 𝜀,                         

  it follows that ‖ℎ𝑛 − 𝑓𝑛‖∞ ≤ 𝜀 and with this the density of ℋ𝑛 ’range is plain. 

(ii) Since for any operator space 𝑋 and 𝑌, the natural embedding 

𝑋∗⊗min 𝑌 ↪ 𝑐𝑏(𝑋, 𝑌) is completely isometric and we have the complete isometries 

(𝑋 ⊗̂ 𝑌)
∗
≅ 𝑐𝑏(𝑋, 𝑌∗) ≅ 𝑐𝑏(𝑌, 𝑋∗) (Corollary 7.1.5 and Proposition 8.1.2 in [4]), we have: 

 

𝐴(𝐺)⊗min 𝒜 ↪ 𝑐𝑏(𝑉𝑁(𝐺),𝒜) ≅ (𝑉𝑁(𝐺) ⊗̂ 𝒜∗)
∗
.  ∎ 
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