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ABSTRACT 

Let X be a metric space, M(X, B, ) the space of –measurable functions, ℝ𝑁  be a domain whith boundary  and a(x, 

) be an operator of Leray-Lions type. If  and  are nondecreasing continuous function on ℝ such that (0) = (0) = 0 and 

(f,g)  L
1
(X, B, ), then, there exists a unique entropy solution u in M(X, B, ) to the problem –div[a(., Du)]+(u) = f in  and 

a(.,Du)+(u) = g on . 
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Introduction 

Let  ⊂ ℝN , N  3, be a domain (not necessarily bounded) whithboundary . For example, to prove existence and 

uniqueness for a solution to an elliptic or parabolic problem in  related with an operator of Leray-Lions type: Au =             

-div[a(.,Du)] with non linear Neumann condition on the boundary : 

a(., Du) .  + (u) ∋g, g  L
1
(),        (1.1) 

where is a maximal monotone graph in ℝ2,  is the vector field of exterior normal to the boundary , when g = 0, many 

authors even in the linear case Au = -u, (see [1], for example) include the boundary condition (1.1) in the definition of the 

domain D(A) of the operator A. In the case where g  0, [2] apply the same process to a family of operators B
g
 in the 

elliptic case (rep: B
g(t)

 in the parabolic case).Besides supplementary technical difficulties, even in case where A is linear 

some notion of multivalued linear operator is needed. This is no more necessary when applying theorems 4.1 of [8] and 

[9]. More precisely if X = ∪, L
1
() x L

1
() is identified to L

1
(X). Then, let A be The operator defined as follows: (u,u) 

D(A) if there exist (f,g)L
1
(X) such u is an entropy solution to the next problems: 

 
−div a . , Du  = f in Ω,

a . , Du . = g on ∂Ω
          (1.2) 

In the sense that, if Tk(r) = max {-k, min(r,k)}, k>0, r , ∀W1,p(Ω)∩ L∞ Ω , 

∫


a x, Du DTk u − φ ≤ ∫


fTk u − φ + ∫
∂

gTk (τu − τφ). 

If A1 is the restriction of A to L
1
(X), then A1 is said to be accretive in L

1
(X), if then the next inequality holds 

∫

 f1 − f2 𝜑0 + ∫ u1=u2 

 f1 − f2 + ∫
∂

 g1 − g2 ψ0 + ∫ τu1=τu2 
 g1 − 𝑔2 ≥ 0,   (1.3) 

For any Fi = (fi,gi)L
1
(X), Ui=(ui,ui)D(A1), i=1,2 so thatAUi= Fi and 0 = sign0(u1-u2), 0 = sign0(u1-u2), 

where:sign(r)=sign0(r)=
r

 r 
, r ∈ ℝ, r ≠ 0, sign(0)=[-1,1] and sign0(0) = 0. Inequalities (i) in ([8] theorem 4.1) extends (1.3) to 

the case where (ui,ui)D(A), and inequality (ii) states that if in addition (ui,ui)D(A1) i=1,2, then for every sign(u1-u2) 

and sign(u1-u2), we have: 

∫  f1 − f2 φ + ∫
∂

 g1 − g2 𝜓 ≥ 0.        (1.4) 

Inequalities (1.3) and (1.4) where applied in [8], and similarly in [9], to prove existence and uniqueness of a solution to the 

problem: -div[a(., Du)]+ (u) f and a(., Du). + (u)gon. 

It is well known from [7] that uniqueness of weak solutions for degenerate problems, is not guaranteed. However, if two 

kind of solutions u and v in a class of uniqueness, such as entropy solutions or renormalized solutions, are obtained as a 

limit of a sequence (un) of some regular solutions related to some sequence data (fn), from uniqueness of un related to 

some fn, the fact that entropy solutions, renormalized solutions etc are particular weak solutions, then by applying (1.3), 

formally we shall be able to prove that u = v. This seams to be new, since, even that studied separately existence and 

uniqueness of entropy and renormalized solutions have not proved that it is the same solution (see [6]). 

Theorems 4.1 [8] may be extended to general measure spaces (X, B, ) and the closure in M(X, B, ) x L
1
(X, B, ) of the 

operator A1 and thus, a larger class of measurable functions that are weak solutions obtained as limit in M(X, B, ) with 

data in fL
1
(X) of a sequence of entropy solutions, or renormalized solutions that are in L

1
(X). It is proved first, that for this 

particular case, entropy and renormalized solution is the same one. This will be extended, next, for general entropy and 

renormalized solutions in M(X, B, ), that are not necessary integrable, but satisfy some specified conditions of regularity 

that is required in the definition of this kind of solutions. 

Order Preserving Inequalities 

Let be given a metric space X and a complete measure space (X, B, ) such that X is -infinite and  is regular, (see [4]). 

The space of -measurable real valued functions M(X, B, ), equipped with some distance as in [8] and [9] is a Frechet 

space and its topology is equivalent to the local convergence in measure. In the sequel, the spaces M(X, B, ) and 

L1(X,B,) are noted simply M and L
1
. 

Definition 2.1.A:X2X an operator, possibly multivalued in X, is said to be accretive in X, if one of the following equivalent 

properties is satisfied, 

(i) (x1-x2, y1-y2)≥o, if x1,x2D(A), y1Ax1, y2Ax2. 

(ii) The resolventJλ
A =  I + λA −1 is a contraction from R(I+A) to X, for every>0. 
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Definition 2.2.A ism-accretive in X, if the resolvent Jλ
A  is a contraction everywhere defined in X, for every >0. 

Definition 2.3.The operator A is m-completely accretive in X, if A is m-accretive and 

∫
𝑋

(AU1-AU2)p(U1-U2)≥0, U1, U2 D(A), pP0.      (2.1) 

P0={p: ℝ → ℝ, p Lipschitz, odd, non decreasing and p’ has a compact support}. 

The function a of Leray-Lions type is defined as follows, 

 𝐇.𝟏  
a: Ω × ℝN → ℝN

 x, ξ ↦ a x, ξ 
 is a Carathéodory function in the sense that, a is continous in ξ,  

for almost every x ∈ Ω, and measurable in x for any ξ ∈  ℝ𝑁 . 

(H.2) there exist p, C1ℝ, 1<p<N, and C1>0, so that,  a x, ξ , ξ ≥ C1 ξ p , for a. e. x ∈ Ω and every ξ ∈ ℝN . 

(H.3)  a x, ξ1 − a x, ξ2 , ξ1 − ξ2 > 0, 𝑖𝑓 ξ1 ≠ ξ2 , 𝑓𝑜𝑟 𝑎. 𝑒. x ∈ Ω . 

(H.4) There exists some h0L
p’
(), p’=

p

p−1
 and a positive constant C2 such that  a x, ξ  ≤ C2(h0 x +  ξ p−1), for a.e. x 

and every ξ ∈ ℝN . 

If A1 is an m-accretive operator in L
1
(
1
), its closure A = A1

    is defined as follows: For any (u,f)M x L
1
, then A u = f, if there 

exist (un,fn) (L
1
)
2
 such that, (un,fn)(u,f) in M x L

1
 and A un= fn. 

(
1
): A1 is Kato accretive in L1 , in the sense that for any pair  u1, f1 ,  u2 , f2 ∈ D A1 × L1 , we have: 

lim
t→0

    f − g + t u − v  
X

−  f − g  =   f − g sign0 u − v 
X

+   f − g 
 u=v 

≥ 0, 

where sign r = sign0 r =
r

 r 
, if r ∈ ℝ, r ≠ 0, sign 0 =  −1,1  and sign0 0 = 0. 

Theorem 2.1. A1 and A are defined as previously, let be given f,gL
1
, then we have the following: 

(i) If u, v D(A) are solutions to Au=f and Av=g, then they satisfy: 

∫
X
 f − g sign0 u − v + ∫ u=v 

 f − g ≥ 0.        (2.2) 

(ii) If in addition u, v D(A1), then: ∫
X
 f − g φ ≥ 0, for every φϵsign(u − v)    (2.3) 

Proof. (i) If (un,fn),(vn,gn)(L
1
)
2
, A1un=fnand A1vn=gn, unu,vnv in M and fnf, gng in L

1
. Since A1 is accretive in L

1
, if 

settinghn=fn-gn, n=un-vn, h=f-g, =u-v, n=sign0(n) and =sign0(), this leads to: 

∫
X

hnφn + ∫ =0 
 hn  ≥ 0,∀n ∈ ℕ.        (2.4) 

Next, if T1

k

 r = max −
1

k
, min 

1

k
, r  , k ∈ ℕ∗, r ∈ ℝ, then 

 ∫
X

hφ − ∫
X

hnφn  ≤   h  φ − kT1

k

   
𝑋

+   h  kT1

k

  − kT1

k

 n  
𝑋

+   h − hn   kT1

k

 n  
𝑋

+   hn   kT1

k

(
n

) − φn  
𝑋

= I1 + I2 + I3 + I4 

Then, by appliying the Lebesgue theorem successively to I1, I2, I3, we may assume that: 

∀ε > 0, ∃k0 , n0 = n0 k0 , n1 ∈ ℕ∗, s. t. I1 ≤ ε, if k ≥ k0 , I2 ≤ ε, if n ≥ n0  and I3 ≤ ε, if n ≥ n1 . Thus if n and k are large enough, 

then:  ∫
X

hφ − ∫
X

hnφn ≤ 3𝜀 + ∫  hn   kT1

k

(
n

) − φn  
𝑋

,thus limn→+∞ ∫
X

hφ − ∫
X

hnφn  ≤ 3ε + ∫  h  kT1

k

  − φ 
X

. 

Since the left term in the last inequality do not depend to k and limk→+∞ ∫  h  kT1

k

() − φ 
X

= 0, then 

limn→+∞ ∫ hnφnX
= ∫ hφ

X
, hence 

∀ε > 0, ∃nε ∈ ℕ, such that ∫ hφ
X

≥ ∫ hnφnX
− ε if n ≥ nε .      (2.5) 

Now, for the right term in (2.4), denote En={n=0}, if C is a compact in X and 0, then by Egorov theorem: ∀k ∈ ℕ∗, ∃Nk ∈

ℬ, Nk ⊂ C and nk ∈ ℕ so that n ≥ nk , then μ Nk ≤ η,  un − u ≤
1

k
 and  vn − v ≤

1

k
 uniformly on C\Nk, therefore, after possibly 
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replacing Nk with Nl1≤l≤k , we assume that (Nk)k is increasing and while setting Fk =  En  and Fk
′ = (Fk ∩  C\Nk )kn≥nk

, it 

ensuer that  Fk
′ ↓ Fk≥1 =  Fk

′ , if k → +∞. 

Next, for  almost any xFk
′ , there exist n such that 

 𝑢 𝑥 − 𝑣(𝑥) ≤  𝑢 𝑥 − 𝑢𝑛 𝑥  +  𝑢𝑛 𝑥 − 𝑣𝑛 𝑥  +  𝑣𝑛 𝑥 − 𝑣 𝑥  ≤
2

𝑘
. 

Thus u = v, .a.e on F, 

Therefore Fk
′ ↓  Fk

′ ⊂ E =  ω = 0 k≥1  and ∫  h 
E

≥ ∫  h 
Fk

′ − ε, of sufficiently large k.                               (2.6) 

Now, with the help of (2.5) and (2.4), if n is large enough, then ∫ hφ +
X

∫  hn  
Fk

≥ ∫ hnφn − ε
X

+ ∫  hn  
En

≥ −ε. 

As limn→+∞ ∫  hn  
Fk

= ∫  h 
Fk

, it arises that ∫ hφ +
X

∫  h 
Fk

≥ −ε, 

For every 0. Therefore ∫ hφ +
X

∫  h 
Fk

≥ 0, if k ≥ k0 .       (2.7) 

Next, Fk = Fk
′ ∪  Fk ∩ Nk ∪  Fk ∩ Cc   . Since hL

1
, then we may suppose that the compact C is sufficiently large and (Nk) 

is sufficiently small so that ∫  h 
Cc ≤ εand ∫  h ≤ ε

Nk
, therefore ∫  h ≥ ∫  h − ε ≥ ∫  h − 3ε

FkFk
′E

 and then, in view of (2.6) and 

(2.7). 

∫ (f − g)sign0(u − v)
X

+ ∫  f − g = ∫ hφ
X

+ ∫  h ≥
E u =v 

− 4ε, for any >0. 

This completes the proof of (2.2). 

(ii) Its proof is the same as in [8] and [9], we give an outline for this. For >0, consider 

Wi,α =  ωi,α , τωi,α = Jα
A1 ui =  I + αA1 

−1ui ∈ D(A1), i=1, 2, 

Yi,α =  yi,α , zi,α = A1Wi,α = A1,α ui =
1

α
 ui − Wi,α  

Consider pn r = nT1

n

 r  and jn (r) = ∫ pn s ds,
r

0
 then by definition of the subdifferential ∂jn = jn

′ , we have 

jn u1 − u2 − jn ω1,α − ω2,α ≥ αpn ω1,α − ω2,α  y1,α − y2,α ≥ 0, .a.e. on X. Then 

 jn u1 − u2 
X

−  jn ω1,α − ω2,α 
X

≥ α pn ω1,α − ω2,α  y1,α − y2,α 
X

. 

Since jn (r) ↑ j r =  r , if r → +∞, then applying the Lebesgue convergence theorem in L
1
(X, B, ), we obtain: 

   𝑢1 − 𝑢2 −  𝜔1,𝛼 − 𝜔2,𝛼   
𝑋

≥ 0 

Next, j(r)=sign(r), then for every sign(u1-u2), .a.e. on X we have: 

 u1 − u2 −  ω1,α − ω2,α ≤   u1 − ω1,α −  u2 − ω2,α  φ = α.  𝑦1,𝛼 − 𝑦2,𝛼 φ, on ℝN , then 

  y1,α − y2,α φ
X

≥    u1 − u2 −  ω1,α − ω2,α  
X

≥ 0 

Since, Yi,A1ui in L
1
(X, B, ), if 0, then (2.3) is proved. 

Applications 

We consider the problem 

 
−div a . , Du  = f in Ω

a . , Du ν = g on ∂Ω
          (3.1) 

Where f, g L
1
. Let Tk(r)=max{-k, min(r,k)}, k>0 and r. M()={u: ℝ, u is measurable}. 

L0()={uM(), such that meas{ u > 𝑘}<+∞, for every k>0}. 

Definition 3.1. u is an entropy solution for the problem (3.1), if u L0(), DTk(u)L
p
(), k>0 and W

1,p
()∩ L∞  (), 
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 𝑎(𝑥, 𝐷𝑢)𝐷𝑇𝑘(𝑢 − 𝜑) ≤  𝑓𝑇𝑘 𝑢 − 𝜑 +  𝑔𝑇𝑘 𝜏𝑢 − 𝜏𝜑 .
𝜕ΩΩΩ

 

Definition 3.2. u is a renormalized solution for the problem (3.1), if uL0(), DTk(u)L
p
(), k>0, 

lim
h→+∞

  Du p

h≤ u ≤k+h

= 0 and ∀φ ∈ W1,p Ω ∩ L∞ Ω , S u a x, Du Dφ +  S′  u φa x, Du Du =  fφS u +  gτφS(τu)
∂ΩΩΩΩ

 

For all regular function S such that has a compact support. 

Lemma3.1. A renormalized solution in L
1
 is an entropy solution. 

Proof. If u is a renormalized solution of (3.1),∀ψ ∈ W1,p (Ω) ∩ L∞(Ω) 

 S u a x, Du ∇ψ +  S′  u ψa x, Du Du =  fψS u +  gτψS τu .
∂ΩΩΩΩ

 

Let ψ = Tk u − φ ,φ ∈ W1,p Ω ∩ L∞ Ω , and S=Sn with Sn regular, 0 ≤ Sn ≤ 1, S x = 0 if  x ≥ n + 1, S x = 1 if  x ≤ n and 

radial piecewise linear. Then 

 Sn u a x, Du DTk (u − φ) +  Sn
′  u Tk u − φ a x, Du Du ≤  fTk u − φ Sn u +  gTk τu − τφ Sn τu .

∂ΩΩΩΩ

 

If n∞, Sn1, then  𝑓𝑆𝑛 Tk u − φ  ≤  𝑓Tk u − φ   and  𝑔𝑆𝑛 Tk τu − τφ  ≤  𝑔Tk τu − τφ  . 

By dominated convergence 

 fSnTk u − φ →  fTk u − φ 
ΩΩ

 and  gSn Tk τu − τφ →  gTk τu − τφ 
∂Ω∂Ω

. 

Since DTk u − φ ∈ Lp Ω  and a x, Du ∈ Lp ′
(Ω) then 

∫ Sn (u)a(x, Du)DTk (u − φ) → ∫ a x, Du DTk u − φ and  ∫ Sn
′ (u)a(x, Du)Tk (u − φ)Du

Ω
 =  ∫ a(x, Du)Tk (u − φ)Du

n≤ u ≤n+1
 

ΩΩ
. 

By (H4) ∫ a(x, Du)Tk (u − φ)Du
n≤ u ≤n+1

 ≤ c Tk(u − φ) ∞ ∫  Du p
n≤ u ≤n+1

 for k=1 by definition of renormalized solution: 

lim
h→∞

  Du p = 0 then
h≤ u ≤h+1

 

 Sn
′  u a x, Du Tk u − φ Du → 0 finally

Ω

 

 a(x, Du)DTk (u − φ) ≤  fTk u − φ +  gTk (τu − τφ)
∂ΩΩΩ

. 

Then the renormalized solution is an entropy solution. 

Lemma3.2. An entropy solution is a renormalized solution. 

Proof. From the uniqueness of entropy and renormalized solutions and by Lemma 3.1 we can conclude that an entropy 

solution is a renormalized solution. 

Theorem 3.1. If u, v M are two entropy solutions to (3.1) then u=v. 

Proof. If f and gL
1
, uM is an entropy solution to (3.1) and vM is a renormalized solutions to (3.1) (entropy solution). 

There exists vnL
1
 is a renormalized solution to (3.1) with vnv in M and (fn,gn)(f,g)L

1
. Consider then, for a fixed k, 

S1 h =   u − vn  < 𝑘 ∩    u < 𝑕 ∪   vn  < 𝑕   

S2 h =   u − vn  < 𝑘 ∩    u ≥ h ∪   vn  < 𝑕   

S2
′  h =   u − vn  < 𝑘 ∩    vn  ≥ h ∪   u < 𝑕  , 

We select = Thvn in the equation related to u. Then, taking into account that 

  a . , Du , Du 
S2

′
≥ 0, and   a . , Du ,−Dvn 

S2

≤   a . , Du , Du − Dvn , we have 
S2
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−   a . , Du ,−Dvn 
S2

+   a . , Du , Du − Dvn 
S1

≤  fTk u − Th vn +  gTk τu − Thτvn 
∂ΩΩ

.  

On the other hand by (H4), 

   a . , Du ,−Dvn 
S2

 ≤ C Dvn Lp  h−k≤ v <𝑕  ×   h0 Lp′   h≤ u <𝑕+𝑘  +   Du p−1 Lp′   h≤ u <𝑕+𝑘    

or lim
h→+∞

  Dvn  p

h≤ vn  <𝑕+𝑘

= 0 then lim
h→+∞

  a . , Du ,−Dvn 
S2

= 0  

Next, we do the same for the equation related to vn, with test function =Thu and add the two inequalities. 

 lim
h→+∞

 a . , Du − a . , Dvn , Du − Dvn 𝟏S1(h) + lim
h→+∞

  a . , Du ,−Dvn 
S2(h)Ω

+ lim
h→+∞

  a . , Dvn ,−Du 
S2

′ (h)

≤ lim
h→+∞

 f Tk u − Th vn  
Ω

+ fn Tk vn − Th u  + lim
h→+∞

 g Tk τu − τTh v  
∂Ω

+ gn Tk τvn − τTh u   

Then, by applying the Lebesgue dominated convergence on the right, and letting n∞, we obtain 

  𝐚 . , Du − 𝐚 . , Dv , Du − Dv 
  u−v <𝑘 

= 0, k > 0. 

It arises from H3 (Leary-Lions), that Du=Dv, a.e in  (if n∞) and therefore u-v=0, a.e. in . This leads to Tku=Tkva.eon 

, for any k>0. Thus u=v a.eon . 

Theorem 3.2. If, are nondecreasing continuous function on ℝ such that (0)=(0)=0, (f,g)L
1
, then, there exists a 

unique entropy solution u in M to the problem: 

 
−div a . , Du  + β(u) = f in Ω

a . , Du ν + γ(τu) = g on ∂Ω
          (3.2) 

Proof. If u and v are two entropy solutions to (3.2) in M with the same data (f,g)L
1
, then applying (2.2), since (u)=(v) 

a.e. on {u=v} and (u)=(v)d–a.e. on {u=v}, one obtain: 

−   β u − β v  
Ω

−   γ τu − γ τv  ≥ 0 thus β u = β v a. e. on 
∂Ω

Ω and γ τu = γ τv  on ∂Ω. 

If (u) = h and (u) = k, then u and v are two entropy solutions in M to the problem, A(u,u) = (f-h,g-k). Then, the 

uniqueness of the entropy solution u to (3.2) derives from Theorem 3.1. 

Corollary 3.1. If 𝜆 and  λ  are bounded measure  on Ω and ∂Ω, then −div a . , Du  + β u ∋  λ on Ω and a . , Du . ν +

γ τu ∋ λ   on ∂Ω has at least a weak solution. 

Proof. Set AU =  −div a . , Du  , a . , Du . ν , if Un , Fn ∈ L1(Ω ∪ ∂Ω) is some approximative sequence of solutions to the 

equation AUn + Hn ∋ Fn , Hn ∈ BUn previous arguments is that (Hn) is a Cauchy sequence in L
1
, then the classical methods 

are applied. 
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