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Abstract

In this paper, the probability density function and the cumulative distribution function of the ™ order statistic arising from
independent nonidentically distributed (INID) Lomax, exponential Lomax and exponential Pareto variables are presented.
The moments of order statistics from INID Lomax, exponential lomax and exponential Pareto were derived using the
technique established by Barakat and Abdelkader. Also, numerical examples are given.
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1. Introduction

Three techniques have been established in literature to compute moments of order statistics of independent nonidentically
distributed random variables. The first technique is created by Balakrishnan (1994). This technique requires a basic
relation between to probability density function (pdf) and the cumulative distribution function (cdf) and referred to as
differential equation technique (DET). Many authors used to this technique to derive the moments of INID order statistics
for continuous distributions (See, Childs and Balakrishnan (2006) and Mohie Elidin et al (2007)).

Barakat and Abdelkader (2000) established the second technique to compute the moments of order statistics from
nonidentically distributed weibull variables and referred to as (BAT). This technique that the cdf of the distribution can be
written in the form F(x) = 1 - 6 (x), which is satisfied in this distribution. Many authors used to BAT technique to compute
the moments of INID order statistics for several continuous distributions (more details, see Abdelkader (2004a)
Abdelkader (2004b), Jamjoom (2006), Abdelkader (2010), Jamjoom and Al-Saiary (2010) and Jamjoom and Al-Saiary
(2013)).

The third technique was developed by Jamjoom and Al-Saiary (2011) which is the moment generating function technique
it depends on (BAT) and referred to as (M.G.F. BAT). The third technique was used by Al-Saiary (2015) to compute the
moments of INID order statistics for standard type Il generalized logistic variables.

In this paper the pdf and the cdf of the r'™ order statistic arising from INID Lomax, exponential Lomax and exponential
Pareto distributions are given in section 2. In section 3, we drive the moments of the r'" order statistics of INID random
variables arising from Lomax, exponential Lomax and exponential Pareto using (BAT). Finally, some conclusions are
addressed in section 4.

2. Nonidentical order statistics from Lomax, exponential Lomax and exponential
Pareto distributions

Let X1, Xy, ..., X, be independent random variables having cumulative distribution functions (cdfs) F(x), ...,
Fn(x) and probability density functions (pdfs) fi(x), fa(x), ..., fu(x), respectively. Let X;., < ... £ X,y denote the
order statistics obtained byagranging the n in increasing order of magnitude. Then the pdf of the r" order
statistic X, (1 <r < n), can be written as:
1 r-1 n
f.(X)=—— >[I F.(X f,(xX) IT [1-F (x 1
r.n( ) (I’—l)! (n—r)! P a=l Ia( ) Ir( ) c:r+l[ IC( )] ( )

Where, denotes the summation overall n! permutations (iy, iy, ..., in) of (1,2,...,n) (See Bapat and Beg
P

(1989)). Put the previous pdf of the r™ order statistic X, in the form of permanent as:

fa() =~ per |F) FO) A-F()
' (r=n! (n—n) r-1 1 n—r
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Fi) Fa(¥) . Fa(x) |5

RO F() . R
f,(x) f,(x) ... f,(x) 1 row 2)
1-F,(x) 1-F,(x) ... 1-F,(x)

: : : }(n—r) rows

__
(r=1! (n=r)!

1—F:1(x) l—F;(x) l—F,:(x)

and the cdf of the r'™ order statistic X;n Can be written as:

n ] n
Fr;n (X) = Z z H I:ia (X) H [1_Fia (X)] (3)
i=r Pj a=l a=j+l
Where P; is all permutations of iy, i, ..., i, for 1, 2, ..., n which satisfy
i1 <ip <...<ijand i <is2 < ... <iyanditis conveniently expressed in terms of permanent as
Fr.n(x)zi;Per FO) w , —00 < X <00 (4)
‘ i=r il (n—i)! i n-i

Where F(x) and [1 — F(x)] denote the column vectors [Fi(x), Fa(x), ..., Fn(x)]' and [1 — Fy(x), L — Fp(x), ..., 1 —

Fn (x)]' respectively. So the F,.,(x) can be rewritten as

IR 1-Fx[
¥ B Fo(x) 1-Fp(x)
Frn(X)=Y ———— Per : c

S (i) - (5)

Fa() 1-Fn(x)

1 n—l1

The cdf of the smallest order statistic (r = 1) X;., is given by:

IR 1-Fy(x)|*

P00 1-F,(9)

FL:n (X) = % 1

= , —00< X <00
i il (n—i)!

Fa() 1-F,(x)

I n-1

and the cdf of the largest order statistic (r = n) Xy, (X) is given by:

' ':1()()Jr
1
Fn:n(x)—a F ) , —00< X <00
—

n

Note that permanent is a square matrix, which is defined similar to the determinants except that all elements
in the expansion have a positive sign (Minc (1987) and Balakrishnan (1994)).

In this paper, we consider the case where the random variables X;, i = 1, 2, ..., n are independent and
nonidentical having Lomax (L), exponential Lomax (EL) and exponential Pareto (EP) distributions with cdfs,

FL(X), FeL(x) and Fgp(x) and pdfs f (x), fe(X) and fgp (X) respectively (more details see, Lemonte and
Corderio (2013), Abdel Al-Kadim and Boshi (2013) and El-Bassiouny et al (2015)).
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Where
-t —(o.+1)
Fu=1-Q+Bx) ', fi(¥X)=Pai (L +Px) ' ,x>0,a;, >0 (6)
(B o A —(o+l) Py
Fevi (X)=1—ekl(x+ﬁ) ) fELi(X)Z%(XLJFB) ek(x*ﬁ) X>-B, a, B, A;>0 (7)
. X460 ) _ X
Fepi (X) —1-¢"1% » Fepi(X) :Lpe(%)e ' eikl(a)e x>0, 6, p, 4;>0 (8)

3. The moment of the r'" order statistics arising from INID Lomax, exponential lomax

and exponential Pareto random variables
In this section, we drive the moments of order statistics from INID random variables arising from L, EL and
EP. We need to following theorem which is established by Barakat and Abdelkader (2003).

Theorem 1: Let Xy, X, ..., X, be independent nonidentically distribution random variables, The k™ moment of

K
order staﬁ#‘ics forl<r<nandk=1,2, ... is given by:

(k) n j=(n-r+l) (-1
= -1 I (k
Hen j:nz—:rgl ) (I’l —r J( ) (9)
Where
K= S . = kix'7p G, (x) dx , j=12... (10)
1£i1<i2<...<ian ] t=1
Git(x) =1-F, (x) with (iy, i, ..., i) are permutations of (1, 2, ..., n) for which

i <iy <...<i, The proof of this Theorem 1 see to Barakat and Abdelkader (2003).

3.1. Moments of order statistics from INID Lomax random variables
The following Theorem gives an explicit expression for I; (k) when Xi, X;, ..., X, are INID Lomax random

variables.

Theorem 2: forl<r<nandk=1, 2, ...

k -
I (k) ZF z o Z B (k,i aj, —kK) (11)
-1

1< <i,<..<i<n t

Where B (., .) is the complete beta function

Proof: on applying Theorem 1 and using eq. (10), we get

1.(K= 2 - > © k-1 e
J( ) 1£i1<i2<...<ij£n k (I) X tH:1 [1 FLI(X)]
1.(k) = > > T k-1 i —Qijy
J( ) 1£i1<i2<...<ij£n K (J) X tH:1 (1+px)
S D 'y g
l<ij<i,<..<i;<n 0 Lo
‘ (L+Bx)
D D S S S 29 N (12)
l<ij<iy<..<ijsn B o 1+ )iait
+Bx)=
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©  xPl
By using the known relation B (p, q)({: L+ x)P+ " then

T de B [k, z o, —k] (13)
L+pr) "
By substituting eq. (13) in eq. (12), we get Theorem 2.

Result 1: Substituting eq. (11) in eq. (9), The kK™ moments of the r'" order statistics from INID Lomax
distribution can be written as:

k_ & Fo-r) (=13 k s .y j
M'_LZ = n—r F l£i1<i2<...<ijsn B [k’gl OLit_k]

(14)

Also, we can obtain the k™ moment of the smallest order statistic X1.n and the largest order statistic x,,, from
INID Lomax as follows:

(k) K d
M T gL B Ik, El %ip = K] (15)
and
= i (_1)1'_1 K 23 2 Bk i a; —K] (16)
_j:1 F l£i1<i2;...<ijsn = .
Example (1)

Let n =3, X; ~ Lomax (B =2,0q= 3)' X5 ~ Lomax (B =2 0p= 3) and
X3z ~Lomax (B =2, azg =4). When k =1, then
Using eq. (15)
n
ni3=B@l ¥ aj-1)=B (Laj+oa,+az-1)=0.1111
i=1

Using eqg. (14)

i2(j-1
Ho3= Z (- l) ( 3 j @) =120 -2 1530
J_
=B(l,a;+o,-1)+B (L, +a3—1)+B(L,ap+0a3—1)]-2B (1, o3 + ap + a3 — 1) = 0.3111
and using eq. (16)

o= £ D7 1@ =@ -1 +150 =09111

Where l; (1) =B (1, ax —1) +B (1, ap — 1) + B (1, 0is — 1)

3.2. Moments of order statistic from INID exponential Lomax random variables

Theorem 3: forl<r<nandk=1,2, ...,

i
(k)= Tk gX st o
i® l<| <i <...<ijsn 0[13 ( 1) [ J J (k (17)
(£
Proof: By using Theorem 1 and eq. (10), then =
L= = o T kTR neFe (] d
J() 1£i1<i2<...<ijsn _'[ﬁx tH:1[ E'—u(x)] X
B4
= Z Z k-1 (X+B) 2 It
1<ij<i,<..<i;<n k _J X dx
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- 1 1.
Let, y:[LJ , Y(B) =0 « y() =00, x=p(y*-1) and dx:Ey“ "dy, then
X+PB o
K= = .. T kpKe o k1 yyr 1
T 144, < i < f Jys@-y7?) e & yeldy
0
= > .. >k BK okt L(k=1)w () oyt
1<ij<i,<..<i;<n b > D ( J Iy = dy
a Lo L)oo
r k-L
-y . 5 k B k1 L(k-1 o
I<ij<i,<..<ij<n o Eo o) L j (k;)
En)
t="

Result 2: Substituting eq.(17) in eq.(9), the k™ moments of the r" order statistics from INID exponential
Lomax can be written as:

. A kK )
k) % (_l)J_(n_”l)[r:—lJ pIRNY 402 k B I(1(—1)L

“m_j=n—r+l r 1Si1<i2<...<ljﬁn o 12
r k-L
g (04
L
Z iy (18)
Also, the k™ moment of the smallest order statistic X1 from INID exponential Lomax random variables can be

written as:

- (k—Lj
& kpk o L(k-1 (29)
b T 5 Y ( Lj )

G

i=1

and the k™ moment of the largest order statistic x,,, from INID exponential Lomax random variables can be

written as: r (k=L
k Bk k-1 L(k=1 o

; ' > *&D) N a

(et T e 0N (D (i MJ(Q)

t=1

1§|1<|2<...<|J.§n

(20)

j=1

Example (2)

Letn=3, X, ~EL(=3,00=2,1,=1), Xz, ~EL(B=3,0=2,1,=2) and
Xz3~EL (B =3,a=2,A3=3). when k=1, then

Using eq. (19)

3'(3 05
[z xij
i=1
Using eq. (18), tos =1, (1)-213 (1) =1.8817
Where
1 1 1

=4.0524 and

n n
M22)%°  (Mqg)?® (hp+hg)®?

1,(1) = %r(.s){

(5)

2
'?ﬁ@?@a: IR 05 =1.0853
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and using eq. (20), uz3 =11 (1) =12 (1) + 13 (1) = 3.1053
Where

1 1 1

+ + =6.0724
0.5 0.5 0.5
AT AT A3

3
I, (1) = Er(.5)
3.3. Moments of order statistics from INID exponential Pareto random variables

Theorem 4: forl<r<nandk=1,2, ...,

k
L= = .. = kp F(e]
! I<ij<iy<..<ijsn o 7N\« (22)
[En)
t=1

Proof: on applying Theorem 1 and using eq.(10), Then

o0

W09= L E e 2 XTI e (] X

1S|1<|2<...<|jsn 0

S B S5 k| K 0P & e gy
0

1si1<i2<...<ij£n
xY = L
Let yZ(EJ , Y(0)=0 ¢ y(00) =00, x =p Yy and dx:gyT dy, then

i
I(k): Z Z k K o kg -yX }”il
! 1<ij<i,<..<i;<n P [y® e = “dy

r(X
I .. = TE% 0

1<i.<i,<...<i.<n ' i k
1512 i 0 ] £
[Z }\‘it)e

t=1

Result 3: Substituting eq.(21) in eq.(9), the k™ moments of the r'" order statistic from INID exponential Pareto

random variables can be written as:

r(k
103 n j~(n-r+1) (-1 5 LS pk 0
=3 (-1 ( J ~ D 22
S —r) l<sij<i,<..<i<n 0 (é Xit]g ( )

Also, we can obtain the k™ moment of X1 @nd X, from INID exponential Pareto as follows:

(o _k p¥ ' (gJ (23)

Mo g .
L 0 (Z %ij"

and K
" (3
k
W_& i X .. X kp ° #
“’n;n_Ei( 1) 1Si1<i2<...<ijsn 0 . ] e % ( )
t=1 't
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Example (3)

Letn=5 X ~EP(P=2,0=1,4=1), X, ~EP (P=2,0=1, 2%, =2),

Xs~EP(P=2,0=1,143=3),X,~EP (P=2,0=1, A, = 4) and

Xs~EP (P=2,6=1, As =5). when k =1, then

Using eq. (23)
rd

H15=2. 70—
Y
-1

Using eq. (22)

=0.1333

5 4(j-1

Hos= _24 -1 [ 3 j 1;(0) =14(1) -4 15(1)=0.3119
J:

Where

Ly (1) = 2{ r'(1) s r'(1) ¥ @) : @) h rQ }

7\,1+7\,2+7\.3+7\,4 7\,1+7\,2+7L3+7\,5 7\,1+7\.2+7\,4+7\.5 }\41+}\43+7\44+7\/5 7\42+7\,3+}\44+7\45

=0.8451 and
ra
A +Ar+A3+As+Ag

s (1) =2. ~0.1333

and using eg. (24)

g5 j% O 1@ =10 1@ 150 ~14@) +15(1) = 0.6969

Where for example. When n =5, then

k
')
kp" B 0
LK 2~ - X
=0 14,55 [% xitj(k/e)
t=1
kpK _ Kk 1 1 1 " 1
= I'(—= + s + +
0 e{aﬁxz)(“@ (a+23) D )0 ag) O (png) KO

1 1 1 1 1
n n n n n
o) KD 0 4ns) KO (g ) KO (g ag) KO (o 4ag) KO

4. Conclusion

In this paper, exact moments of the r'" order statistic form independent and nonidentically distributed random
variables for the Lomax, exponential Lomax and exponential Pareto distribution are derived using the BAT
technique. Some numerical examples are presented to illustrate the theorems and results of this study.
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