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#### Abstract

Characterization results have great importance in statistics and probability applications. New characterizations of Exponential and Power Function distributions are presented using the $s$ th conditional expectation of order statistics in terms of their failure (hazard) rate. Our results generalize some of the known results of Ahsanullah (2009). A simulation study has been conducted to help an engineer or a practitioner to check whether the underlying distribution belongs to the hypothesized family.
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## 1. Introduction

In recent years order statistics and their moments have assumed considerable interest, the moments of order statistics have been tabulated quite extensively for several distributions, for example see Arnold et al (1992) and David (1981).

Many papers dealing with characterization through properties of order statistics are appeared, see for example Khan and Abouammoh (1999), Malik et al., (1988), Lin (1988), Kamps (1995) and Mohie El-Din et al., (1991), Ahsanullah (2009).

Khan and Abu-Salih (1989) have characterized many well-known continuous probability distributions such as Pareto and power function distributions through conditional expectation of functions of order statistics. Ahsanullah and Raqab (2004) have characterized continuous distributions by conditional expectation of some functions of generalized order statistics. Ahsanullah and Hamedani (2007) characterized beta of the first kind and the power function distribution using 1 th order statistics and $n$th order statistics respectively. Hamedani et al., (2008) characterized certain univariate distributions using truncated moments of $X_{(1)}$. We like to mention here the works of Galambos and Kotz (1978), Kotz and Shanbag (1980), Ahsanullah (1989), Oncel et al., (2005) and Wesolowski and Ahsanullah (2004). Ahsanullah (2009) characterized several univariate distributions using truncated moments of the $i$ th order statistic. Ahsanullah (2009) characterized several univariate distributions by the moments of the $i+1(1 \leq i \geq n)$ th order statistic given $i$ th order statistic $=t$. In this paper characterizations of some univariate distributions using the $s$ th moments of the $r+1$ th order statistic given $r$ th order statistic $=x$ are given. Besides, our results generalize some of the known results in the literature (see, e. g., Ahsanullah (2009)).

Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample of size $n$ from an absolutely continuous distribution with cumulative distribution function (cdf) $F(x)$ and the corresponding probability density function ( $p d f$ ) $f(x)$. Let $X_{(1)}, X_{(2)}, \ldots, X_{(n)}$ be the corresponding order statistics. Then the $p d f$ of $X_{(r)}$, the joint $p d f$ of $X_{(r)}$ and $X_{(r+1)}$ and the conditional $p d f$ of $X_{(r+1)}$ given $X_{(r)}=x$ are, respectively, see Arnold et al. (1992).

$$
\begin{gather*}
f_{X_{(r)}}(x)=\frac{n!}{(r-1)!(n-r)!} f(x)[F(x)]^{r-1}[1-F(x)]^{n-r}, a<x<b .  \tag{1.1}\\
f_{X_{(r)}, X_{(r+1)}}(x, y)=\frac{n!}{(r-1)!(n-r-1)!} f(x) f(y)[F(x)]^{r-1}[1-F(y)]^{n-r-1}, a<x<y<b .  \tag{1.2}\\
f_{X_{(r+1)} \mid X_{(r)}}(y \mid x)=\frac{f_{X_{(r r}, X_{(r+1}}(x, y)}{f_{X_{(r)}}(x)}=(n-r) \frac{[1-F(y)]^{n-r-1}}{[1-F(x)]^{n-r}} f(y) . \tag{1.3}
\end{gather*}
$$

In section 2, the exponential and Power Function distributions are to be characterized through truncated moments of order statistics given by:
$\mathrm{E}\left(\mathrm{X}^{\mathrm{s}}{ }_{(\mathrm{r}+1)} \mid \mathrm{X}_{(\mathrm{r})}=\mathrm{x}\right)=\int_{\mathrm{x}}^{\infty} \mathrm{y}^{\mathrm{s}} f_{X_{(r+1)} \mid X_{(r)}}(\mathrm{y} \mid \mathrm{x}) \mathrm{dy}, \mathrm{s}=1,2,3, \ldots, \quad \mathrm{r}=1,2, \ldots, \mathrm{n}-1$.

## 2. Characterization Theorems

### 2.1 Characterization of the Exponential distribution

In this section characterization of the exponential distribution through truncated moments of order statistics is presented.

## Theorem 2.1:

Let $X$ be a nonnegative continuous random variable with distribution function $F($.$) , survival (reliability) function \bar{F}($.$) ,$ density function $f($.$) and Failure (hazard) rate function h($.$) . Let X_{(1)} \leq X_{(2)} \cdots \leq X_{(n)}$ denote the order statistics of a random sample of size $n$ from $F($.$) . Then X$ has the exponential distribution with positive parameter $\lambda$ if and only if

$$
\begin{equation*}
E\left(X^{s}{ }_{(r+1)} \mid X_{(r)}=x\right)=\frac{s!}{[h(x)]^{s}} \sum_{j=0}^{s} \frac{[x . h(x)]^{s-j}}{(s-j)!(n-r)^{f}}, s=1,2, \ldots, r=1,2,3, \ldots, n-1 \text {, and } h(x)=\lambda . \tag{2.1}
\end{equation*}
$$

The following two lemmas are used to prove the sufficiency of theorem 2.1.
The two lemmas are proved in the appendix.

## Lemma 1:

$$
\frac{d}{d x}\left(\frac{s!}{\lambda^{s}}\right) \sum_{j=0}^{s} \frac{(\lambda x)^{s-j}}{(s-j)!p^{j}}=\frac{s!}{\lambda^{s-1}} \sum_{j=0}^{s-1} \frac{(\lambda x)^{s-j-1}}{(s-j-1)!p^{j}}
$$

## Lemma 2:

$$
\left(\frac{s!}{\lambda^{s}}\right) \sum_{j=0}^{s} \frac{(\lambda x)^{s-j}}{(s-j)!p^{j}}=x^{s}+\left(\frac{s!}{\lambda^{s}}\right) \sum_{j=0}^{s-1} \frac{(\lambda x)^{s-j-1}}{(s-j-1)!p^{j+1}} .
$$

Proof. ( Necessity ): Observe that

$$
E\left(X^{s}{ }_{(r+1)} \mid X_{(r)}=x\right)=\int_{x}^{\infty} y^{s} f_{X_{(r+1) \mid X}(r)}(y \mid x) d y .
$$

Using Equation (1.3), we obtain

$$
\begin{equation*}
E\left(X^{s}{ }_{(r+1)} \mid X_{(r)}=x\right)=\frac{n-r}{\left(e^{-\lambda x}\right)^{n-r}} \int_{x}^{\infty} \lambda y^{s}\left(e^{-\lambda y}\right)^{n-r} d y=\frac{n-r}{\left(e^{-\lambda x}\right)^{n-r}} A . \tag{2.2}
\end{equation*}
$$

Where

$$
A=\frac{1}{\lambda^{s-1}} \int_{x}^{\infty}(\lambda y)^{s}\left(e^{-\lambda y}\right)^{n-r} d y
$$

Let $u=\lambda y$ and let, for simplification, $q=\lambda x, p=n-r$.
Hence

$$
\begin{equation*}
A=\frac{1}{\lambda^{s}} \int_{q}^{\infty} u^{s} e^{-u p} d u \tag{2.3}
\end{equation*}
$$

Integrating Equation (2.3) by parts, we obtain

$$
\begin{equation*}
A=\frac{1}{\lambda^{s}}\left(\frac{q^{s}}{p} e^{-q p}+\frac{s}{p} H_{1}\right) . \tag{2.4}
\end{equation*}
$$

But

$$
\begin{equation*}
H_{1}=\int_{q}^{\infty} u^{s-1} e^{-u p} d u .=\frac{q^{s-1}}{p} e^{-q p}+\frac{s-1}{p} H_{2} . \tag{2.5}
\end{equation*}
$$

And

$$
\begin{equation*}
H_{2}=\int_{q}^{\infty} u^{s-2} e^{-u p} d u=\frac{q^{s-2}}{p} e^{-q p}+\frac{s-2}{p} H_{3} . \tag{2.6}
\end{equation*}
$$

Substituting from Equation (2.5) and Equation (2.6) into Equation (2.4), we obtain

$$
\begin{equation*}
A=\frac{1}{\lambda^{s}}\left(\frac{q^{s}}{p} e^{-q p}+\frac{s!q^{s-1}}{(s-1)!p^{2}} e^{-q p}+\frac{s!q^{s-2}}{(s-2)!p^{3}} e^{-q p}+\frac{s!}{(s-3)!p^{3}} H_{3}\right) \tag{2.7}
\end{equation*}
$$

After integrating Equation (2.7) for a number of times, the following recurrence relation is obtained

$$
\begin{align*}
H_{i} & =\int_{q}^{\infty} u^{s-i} e^{-u p} d u \\
& =\frac{q^{s-i}}{p} e^{-q p}+\frac{s-i}{p} H_{i+1}, i=1,2, \ldots, s-1 . \tag{2.8}
\end{align*}
$$

And

$$
\begin{equation*}
H_{s}=\frac{1}{p} e^{-q p} . \tag{2.9}
\end{equation*}
$$

Substituting from Equation (2.8) and Equation (2.9) into Equation (2.7), we obtain

$$
\begin{equation*}
A=\frac{1}{\lambda^{s}} \sum_{j=0}^{s} \frac{s!!s^{s-j}}{(s-j)!p^{j+1}} e^{-q p} \tag{2.10}
\end{equation*}
$$

Substituting from Equation (2.10) into Equation (2.2), we obtain

$$
\begin{equation*}
E\left(X^{s}{ }_{(r+1)} \mid X_{(r)}=x\right)=\frac{1}{\lambda^{s}} \sum_{j=0}^{s} \frac{s!q^{s-j}}{(s-j)!p^{j}}, s=1,2, \ldots, r=1,2, \ldots, n-1 . \tag{2.11}
\end{equation*}
$$

Where $q=\lambda x, p=n-r$, then

$$
\begin{equation*}
E\left(X^{s}{ }_{(r+1)} \mid X_{(r)}=x\right)=\frac{s!}{[h(x)]^{s}} \sum_{j=0}^{s} \frac{[x \cdot h(x)]^{s^{-j}}}{(s-j)!(n-r)^{f}}, s=1,2, \ldots, r=1,2,3, \ldots, n-1, \text { and } h(x)=\lambda . \tag{2.12}
\end{equation*}
$$

(Sufficiency): Notice that Equation (2.12) can be rewritten as follows

$$
\begin{equation*}
\int_{x}^{\infty} p y^{s} f(y)(\bar{F}(y))^{p-1} d y=(\bar{F}(x))^{p}\left(\frac{s!}{\lambda^{s}}\right) \sum_{j=0}^{s} \frac{(\lambda x)^{s-j}}{(s-j)!p^{j}} . \tag{2.13}
\end{equation*}
$$

Differentiating both sides of Equation (2.13) with respect to x , we obtain

$$
-p x^{s} f(x)(\bar{F}(x))^{p-1}=\left\{(\bar{F}(x))^{p} \frac{d}{d x}\left(\frac{s!}{\lambda^{s}}\right) \sum_{j=0}^{s} \frac{(\lambda x)^{s-j}}{(s-j)!p^{j}}-p f(x)(\bar{F}(x))^{p-1}\left(\frac{s!}{\lambda^{s}}\right) \sum_{j=0}^{s} \frac{(\lambda x)^{s-j}}{(s-j)!p^{j}}\right\}
$$

Using Lemma (1), we obtain

$$
-p x^{s} f(x)(\bar{F}(x))^{p-1}=\left\{(\bar{F}(x))^{p} \frac{s!}{\lambda^{s-1}} \sum_{j=0}^{s-1} \frac{(\lambda x)^{s-j-1}}{(s-j-1)!p^{j}}-p f(x)(\bar{F}(x))^{p-1}\left(\frac{s!}{\lambda^{s}}\right) \sum_{j=0}^{s} \frac{(\lambda x)^{s-j}}{(s-j)!p^{j}}\right\}
$$

Using Lemma (2), we obtain

$$
\left\{p f(x)(\bar{F}(x))^{p-1}\left(\frac{s!}{\lambda^{s}}\right) \sum_{j=0}^{s-1} \frac{(\lambda x)^{s-j-1}}{(s-j-1)!p^{j+1}}\right\}=\left\{(\bar{F}(x))^{p} \frac{s!}{\lambda^{s-1}} \sum_{j=0}^{s-1} \frac{(\lambda x)^{s-j-1}}{(s-j-1)!p^{j}}\right\}
$$

Dividing both sides of the above equation by $(\bar{F}(x))^{p-1}$, we obtain

$$
f(x) \frac{p s!}{\lambda^{s}} \sum_{j=0}^{s-1} \frac{(\lambda x)^{s-j-1}}{(s-j-1)!p^{j+1}}=\bar{F}(x) \frac{p s!}{\lambda^{s-1}} \sum_{j=0}^{s-1} \frac{(\lambda x)^{s-j-1}}{(s-j-1)!p^{j+1}},
$$

Or equivalently

$$
\begin{equation*}
\frac{f(x)}{\bar{F}(x)}=\lambda . \tag{2.14}
\end{equation*}
$$

Integrating both sides of Equation (2.14) with respect to x , we obtain

$$
\ln \bar{F}(x)=-\lambda x+\ln c, \text { where } c \text { is constant }
$$

Hence

$$
\ln \left(\frac{\bar{F}(x)}{c}\right)=\ln e^{-\lambda x} .
$$

Or equivalently

$$
\bar{F}(x)=c e^{-\lambda x}
$$

Using the fact that $\bar{F}(0)=1$, then $c=1$, hence

$$
\bar{F}(x)=e^{-\lambda x}, x>0, \lambda>0
$$

Which is the $s f$ of the exponential distribution with positive parameter $\lambda$.
This completes the proof.
Remark 1 Specifying $s=1$ and $s=2$ in (2.1) yields the following results
(i) $\quad E\left(X_{(r+1)} \mid X_{(r)}=x\right)=x+\frac{1}{\lambda(n-r)}$.
(ii) $\quad E\left(X^{2}{ }_{(r+1)} \mid X_{(r)}=x\right)=x^{2}+\frac{2 x}{\lambda(n-r)}+\frac{2}{\lambda^{2}(n-r)^{2}}$.

Then
$\operatorname{Var}\left(X_{(r+1)} \mid X_{(r)}=x\right)=\frac{1}{\lambda^{2}(n-r)^{2}}$.
Remark 2 Specifying $s=1$ in (2.1) gives the result of Ahsanullah (2009).

### 2.2 Characterization of the Power Function distribution

In this section characterization of the Power Function distribution through truncated moments of order statistics is presented.

In the sequel, we shall use the following symbol, which is known by the Pochhammer symbol $(L)_{r}$; see Mathai and Haubold (2008).

$$
(L)_{r}=L(L+1)(L+2) \ldots(L+r-1),(L)_{0}=1, L \neq 0, r=1,2,3, \ldots
$$

## Theorem 2.2

Let $X$ be a positive continuous $r v$ with $d f F($.$) , s f \bar{F}(),. p d f f($.$) and H R$ function $h($.$) . Let X_{(1)} \leq X_{(2)} \cdots \leq X_{(n)}$ denote the order statistics of a random sample of size $n$ from $F$ (.).Then $X$ has the power function distribution if and only if

$$
\begin{equation*}
E\left(X^{s}{ }_{(r+1)} \mid X_{(r)}=x\right)=\sum_{j=0}^{s} \frac{(L)_{1} s!\alpha^{j} x^{s-j}}{(L)_{j+1}(s-j)!(h(x))^{j}}, s=1,2, \ldots, r=1,2, \ldots, n-1, L=\alpha(n-r), h(x)=\frac{\alpha}{1-x} \tag{2.15}
\end{equation*}
$$

The following two lemmas are used to prove the sufficiency of theorem 2.2.
The two lemmas are proved in the appendix.

## Lemma 3:

$$
\frac{d}{d x} \sum_{j=0}^{s} \frac{(L)_{1} s!x^{s-j}(1-x)^{j}}{(L)_{j+1}(s-j)!}=\frac{(L)_{1}}{1-x} \sum_{j=1}^{s} \frac{(L)_{1} s!x^{s-j}(1-x)^{j}}{(L)_{j+1}(s-j)!} .
$$

## Lemma 4:

$$
\sum_{j=0}^{s} \frac{(L)_{1} s!x^{s-j}(1-x)^{j}}{(L)_{j+1}(s-j)!}=x^{s}+\sum_{j=1}^{s} \frac{(L)_{1} s!x^{s-j}(1-x)^{j}}{(L)_{j+1}(s-j)!}
$$

Proof. ( Necessity ): Observe that

$$
E\left[X^{s}{ }_{(r+1)} \mid X_{(r)}=x\right]=\int_{x}^{\infty} y^{s} f_{X_{(r+1) \mid X(r)}} d y .
$$

Using Equation (1.3), we obtain

$$
\begin{align*}
& E\left(X^{s}{ }_{(r+1)} \mid X_{(r)}=x\right)=\frac{\alpha(n-r)}{\left((1-x)^{\alpha}\right)^{n-r}} \int_{x}^{1} y^{s}(1-y)^{\alpha(n-r)-1} d y \\
& E\left(X^{s}{ }_{(r+1)} \mid X_{(r)}=x\right)=\frac{1}{(1-\mathrm{x})^{L}} \int_{\mathrm{x}}^{1} \mathrm{Ly}^{s}(1-\mathrm{y})^{\mathrm{L}-1} \mathrm{dy}=\frac{A}{(1-x)^{L}} . \tag{2.16}
\end{align*}
$$

Where $L=\alpha(n-r)$,

$$
\begin{equation*}
A=\int_{x}^{1} L y^{s}(1-y)^{L-1} d y . \tag{2.17}
\end{equation*}
$$

Integrating Equation (2.17) by parts, we obtain

$$
\begin{equation*}
A=x^{s}(1-x)^{L}+H_{1} . \tag{2.18}
\end{equation*}
$$

But

$$
\begin{equation*}
H_{1}=s \int_{x}^{1} y^{s-1}(1-y)^{L} d y=\frac{s s^{s-1}(1-x)^{L+1}}{(L+1)}+H_{2} \tag{2.19}
\end{equation*}
$$

## Where

$$
\begin{equation*}
H_{2}=\frac{s(s-1)}{(L+1)} \int_{x}^{1} y^{s-2}(1-y)^{L+1} d y=\frac{s(s-1) x^{s-2}(1-x)^{L+2}}{(L+1)(L+2)}+H_{3} . \tag{2.20}
\end{equation*}
$$

Substituting from Equation (2.19) and Equation (2.20) into Equation (2.18), we obtain

$$
\begin{align*}
& A=\left(x^{s}(1-x)^{L}+\frac{s x^{s-1}(1-x)^{L+1}}{(L+1)}+\frac{s(s-1) x^{s-2}(1-x)^{L+2}}{(L+1)(L+2)}+H_{3}\right) \\
= & x^{s}(1-x)^{L}+\frac{(L)_{1} s!x^{s-1}(1-x)^{L+1}}{(L)_{2}(s-1)!}+\frac{(L)_{1} s!x^{s-2}(1-x)^{L+2}}{(L)_{3}(s-2)!}+H_{3} . \tag{2.21}
\end{align*}
$$

But

$$
\begin{equation*}
H_{3}=\frac{(L)_{1} s!}{(L)_{3}(s-3)!} \int_{x}^{1} y^{s-3}(1-y)^{L+2} d y=\frac{(L)_{1} s!x^{s-3}(1-x)^{L+3}}{(L)_{4}(s-3)!}+H_{4} . \tag{2.22}
\end{equation*}
$$

After integrating Equation (2.22) for many times, we note the following recurrence relation

$$
\begin{gather*}
H_{i}=\frac{(L)_{1} s!}{(L)_{i}(s-i)!} \int_{x}^{1} y^{s-i}(1-y)^{L+i-1} d y \\
H_{i}=\frac{(L)_{1} s x^{s-i}(1-x)^{L+i}}{(L)_{i+1}(s-i)!}+H_{i+1}, i=1,2, \ldots, s-1 . \tag{2.23}
\end{gather*}
$$

Finally, we find that

$$
\begin{equation*}
H_{s}=\frac{(L)_{1 s}!(1-x)^{L+s}}{(L)_{s+1}} . \tag{2.24}
\end{equation*}
$$

Substituting from Equation (2.23) and Equation (2.24) into Equation (2.21), we obtain

$$
\begin{equation*}
A=(1-x)^{L} \sum_{j=0}^{s} \frac{(L)_{1} s!x^{s-j}(1-x)^{j}}{(L)_{j+1}(s-j)!} . \tag{2.25}
\end{equation*}
$$

Substituting from Equation (2.25) into Equation (2.15), we obtain

$$
E\left(X_{(r+1)}^{s} \mid X_{(r)}=x\right)=\sum_{j=0}^{s} \frac{(L)_{1} s!x^{s-j}(1-x)^{j}}{(L)_{j+1}(s-j)!}
$$

$$
\begin{equation*}
=\sum_{j=0}^{s} \frac{(L)_{1} \leq!\alpha^{i} \chi^{s-j}}{(L)_{j+1}(s-j)!(h(x))^{j}} . \tag{2.26}
\end{equation*}
$$

(Sufficiency): Notice that Equation (2.26) can be rewritten as follows

$$
\begin{equation*}
\int_{x}^{\infty}(n-r) y^{s} f(y)(\bar{F}(y))^{n-r-1} d y=(\bar{F}(x))^{n-r} \sum_{j=0}^{s} \frac{(L)_{1} s!x^{s-j}(1-x)^{j}}{(L)_{j+1}(s-j)!} . \tag{2.27}
\end{equation*}
$$

Differentiating both sides of Equation (2.27) with respect to x , we obtain

$$
-(n-r) x^{s} f(x)(\bar{F}(x))^{n-r-1}=\left\{(\bar{F}(x))^{n-r} \frac{d}{d x} \sum_{j=0}^{s} \frac{(L)_{1} s!x^{s-j}(1-x)^{j}}{(L)_{j+1}(s-j)!}-(n-r) f(x)(\bar{F}(x))^{n-r-1} \sum_{j=0}^{s} \frac{(L)_{1} s!x^{s-j}(1-x)^{j}}{(L)_{j+1}(s-j)!}\right\}
$$

Using Lemma (3) and Lemma (4) and simplifying, we obtain

$$
\begin{aligned}
& \left\{-(n-r) x^{s} f(x)(\bar{F}(x))^{n-r-1}\right\} \\
& =\left\{\frac{(L)_{1}}{1-x}(\bar{F}(x))^{n-r} \sum_{j=1}^{s} \frac{(L)_{1} s!x^{s-j}(1-x)^{j}}{(L)_{j+1}(s-j)!}\right\}-\left\{(n-r) f(x)(\bar{F}(x))^{n-r-1}\left(x^{s}+\sum_{j=1}^{s} \frac{(L)_{1} s!x^{s-j}(1-x)^{j}}{(L)_{j+1}(s-j)!}\right)\right\} \\
& (n-r) f(x) \sum_{j=1}^{s} \frac{(L)_{1} s!x^{s-j}(1-x)^{j}}{(L)_{j+1}(s-j)!}=\frac{(L)_{1}}{(1-x)} \bar{F}(x) \sum_{j=1}^{s} \frac{(L)_{1} s!x^{s-j}(1-x)^{j}}{(L)_{j+1}(s-j)!} \\
& (n-r) f(x)=\frac{(L)_{1}}{(1-x)} \bar{F}(x)
\end{aligned}
$$

or equivalently

$$
\begin{equation*}
\frac{f(x)}{\bar{F}(x)}=\frac{\alpha}{(1-x)} \tag{2.28}
\end{equation*}
$$

Integrating both sides of Equation (2.28) with respect to x , we obtain

$$
\int \frac{f(x)}{\bar{F}(x)} d x=\int \frac{\alpha}{(1-x)} d x
$$

$\ln \bar{F}(x)=\alpha \ln (1-x)+\ln k$, where $k$ is constant

$$
\begin{aligned}
\ln \left(\frac{\bar{F}(x)}{k}\right) & =\ln (1-x)^{\alpha} \\
\bar{F}(x) & =k(1-x)^{\alpha}
\end{aligned}
$$

Using the fact that $\bar{F}(0)=1$. Then $k=1$.
Hence

$$
\bar{F}(x)=(1-x)^{\alpha}, 0<x<1, \alpha>
$$

Which is the sf of the power Function distribution. This completes the proof.
Remark 3 Specifying $s=1$ and $s=2$ in (2.15) yields the following results
(i) $\quad E\left(X_{(r+1)} \mid X_{(r)}=x\right)=x+\frac{1-x}{L+1}$.
(ii) $\quad E\left(X^{2}{ }_{(r+1)} \mid X_{(r)}=x\right)=x^{2}+\frac{2 x(1-x)}{L+1}+\frac{2(1-x)^{2}}{(L+1)(L+2)}$.

Then
$\operatorname{Var}\left(X_{(r+1)} \mid X_{(r)}=x\right)=\frac{L \alpha^{2}(h(x))^{-2}}{(L+1)^{2}(L+2)}$.
Remark 4 Specifying $s=1$ in (2.15) gives the result of Ahsanullah (2009).

## 3. Simulation Study

This section illustrates the practical importance of the results above through an experimental validation, using simulated data. The objective of the simulation study is to show that these results pave the way for simple and easily
checks, from any given data set, enabling an engineer or practitioner to identify the present distribution. Although the work in this section can be done for the two characterization results presented in this paper, the focus is on Theorem (2.1). This is so, since the objective is just to show that all the characterization results give an easy way for the practitioner to test whether the available data follows a particular distribution, rather than going to sophisticated hypothesis testing analysis. To validate the correctness of the theoretical results obtained in this paper, a simulation study has been conducted with $\mathrm{m}=20$ and $\mathrm{n}=30$, and once more with $\mathrm{m}=100$ and $\mathrm{n}=100$, and the results of these two choices are presented in Tables (3.1) and (3.2), respectively

Table 3.1: Verification of the results

| $\lambda, r, s, x$ | $\mathrm{E}\left(X^{s}{ }_{(r+1)} \mid X_{(r)}=x\right)$ | $\left(\frac{s!}{\lambda^{s}}\right) \sum_{j=0}^{s} \frac{(\lambda x)^{s-j}}{(s-j)!(n-r)^{j}}$ | $\left\|\frac{R . H . S-\text { L.H.S }}{R . H . S}\right\|$ |
| :---: | :---: | :---: | :---: |
| $0.2,22,1,5.6687$ | 6.4644 | 6.2937 | 0.0271 |
| $0.2,22,2,6.3561$ | 49.8862 | 49.1264 | 0.0155 |
| $0.5,22,1,2.5417$ | 2.8212 | 2.7917 | 0.0106 |
| $0.5,22,2,2.6600$ | 8.8063 | 8.7594 | 0.0054 |
| $1,22,1,1.2086$ | 1.3053 | 1.3336 | 0.0212 |
| $1,22,2,1.2270$ | 2.0310 | 0.4255 | 0.4474 |
| $3,22,1,0.4057$ | 0.1997 | 0.1952 | 0.1017 |
| $3,22,2,0.3982$ | 0.2361 | 0.2408 | 0.02389 |
| $6,22,1,0.2200$ | 0.0545 |  | 0.0195 |
| $6,22,2,0.2059$ |  |  | 0.0521 |

Table 3.2: Verification of the results

| $\lambda, r, s, x$ | $E\left(X^{s}{ }_{(r+1)} \mid X_{(r)}=x\right)$ | $\left(\frac{s!}{\lambda^{s}}\right) \sum_{j=0}^{s} \frac{(\lambda x)^{s-j}}{(s-j)!(n-r)^{j}}$ | $\left\|\frac{\text { R.H.S }- \text { L.H.S }}{\text { R.H.S }}\right\|$ |
| :---: | :---: | :---: | :---: |
| $0.2,80,1,7.9686$ | 8.1956 | 8.2186 | 0.0028 |
| $0.2,80,2,7.8521$ | 66.4844 | 65.7065 | 0.0118 |
| $0.5,80,1,3.1938$ | 3.2873 | 3.2938 | 0.0019 |
| $0.5,80,2,3.1582$ | 10.7353 | 10.6259 | 0.0103 |
| $1,80,1,1.6204$ | 1.6705 | 1.6704 | 0.00006 |
| $1,80,2,1.5821$ | 2.6700 | 2.6663 | 0.0014 |
| $3,80,1,0.5344$ | 0.5551 | 0.5511 | 0.0073 |
| $3,80,2,0.5374$ | 0.3103 | 0.3073 | 0.0098 |
| $6,80,1,0.2649$ | 0.2733 | 0.2732 | 0.0004 |
| $6,80,2,0.2601$ | 0.0734 | 0.0721 | 0.0180 |

The second column of Tables (3.1) and (3.2), contains the values of the left-hand side (LHS), while the third column contains the corresponding values of the right- hand side ( $R H S$ ) and the right most column contains the absolute relative difference between the two sides of the characterizing equation. This is done for several choices of the parameter $\lambda, r, s$.

The right most column shows that the absolute relative difference between the two sides of the characterizing equation has a maximum value less than $10 \%$, but the bound of the absolute difference goes down to only $1: 8 \%$ when the sample size is increased from 30 to 100 and the number of samples is increased from 20 to 100, as seen from table (3.2).

This remark shows that as the sample size (and the number of samples) increases, the relative absolute difference decreases, and is going to eventually diminish, supporting the correctness of the results.
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## APPENDIX

## Proof of Lemma 1:

$$
\begin{aligned}
\frac{d}{d x}\left(\frac{s!}{\lambda^{s}}\right) \sum_{j=0}^{s} \frac{(\lambda x)^{s-j}}{(s-j)!p^{j}}= & \left(\frac{s!}{\lambda^{s-1}}\right)\left\{\frac{(\lambda x)^{s-1}}{(s-1)!}+\frac{(\lambda x)^{s-2}}{(s-2)!p^{1}}+\frac{(\lambda x)^{s-3}}{(s-3)!p^{2}}+\cdots+\frac{1}{p^{s-1}}\right\} \\
& =\left(\frac{s!}{\lambda^{s-1}}\right) \sum_{j=0}^{s-1} \frac{(\lambda x)^{s-j-1}}{(s-j-1)!p^{j}}
\end{aligned}
$$

## Proof of Lemma 2:

$$
\left(\frac{s!}{\lambda^{s}}\right) \sum_{j=0}^{s} \frac{(\lambda x)^{s-j}}{(s-j)!p^{j}}=x^{s}+\left(\frac{s!}{\lambda^{s}}\right)\left\{\frac{(\lambda x)^{s-1}}{(s-1)!p^{1}}+\frac{(\lambda x)^{s-2}}{(s-2)!p^{2}}+\cdots+\frac{\lambda x}{p^{s-1}}+\frac{1}{p^{s}}\right\}
$$

$$
=x^{s}+\left(\frac{s!}{\lambda^{s}}\right) \sum_{j=0}^{s-1} \frac{(\lambda x)^{s-j-1}}{(s-j-1)!p^{j+1}} .
$$

## Proof of Lemma 3:

$$
\begin{aligned}
& \frac{d}{d x} \sum_{j=0}^{s} \frac{(L)_{1} s!x^{s-j}(1-x)^{j}}{(L)_{j+1}(s-j)!} \\
& =\left\{s x^{s-1}+\frac{(L)_{1} s!x^{s-2}(1-x)}{(L)_{2}(s-2)!}-\frac{(L)_{1} s!x^{s-1}(1-x)^{0}}{(L)_{2}(s-1)!}+\frac{(L)_{1} s!x^{s-3}(1-x)^{2}}{(L)_{3}(s-3)!}-\frac{2(L)_{1} s!x^{s-2}(1-x)}{(L)_{3}(s-2)!}+\cdots+\frac{(L)_{1} s!x^{0}(1-x)^{s-1}}{(L)_{s} 0!}\right. \\
& \left.-\frac{(s-1)(L)_{1} s!x(1-x)^{s-2}}{(L)_{s} 1!}-\frac{s(L)_{1} s!x^{0}(1-x)^{s-1}}{(L)_{s+1} 0!}\right\} \\
& =\left\{\left(\frac{(L)_{1} s!x^{s-1}}{(L)_{1}(s-1)!}-\frac{(L)_{1} s!x^{s-1}}{(L)_{2}(s-1)!}\right)+\left(\frac{(L)_{1} s!x^{s-2}(1-x)}{(L)_{2}(s-2)!}-\frac{2(L)_{1} s!x^{s-2}(1-x)}{(L)_{3}(s-2)!}\right)\right. \\
& +\left(\frac{(L)_{1} s!x^{s-3}(1-x)^{2}}{(L)_{3}(s-3)!}-\frac{3(L)_{1} s!x^{s-3}(1-x)^{2}}{(L)_{5}(s-3)!}\right)+\cdots+\left(\frac{(L)_{1} s!x(1-x)^{s-2}}{(L)_{s-1} 1!}-\frac{(s-1)(L)_{1} s!x(1-x)^{s-2}}{(L)_{s} 1!}\right) \\
& \left.+\left(\frac{(L)_{1} s!x^{0}(1-x)^{s-1}}{(L)_{s} 0!}-\frac{s(L)_{1} s!x^{0}(1-x)^{s-1}}{(L)_{s+1} 0!}\right)\right\} . \\
& =\left\{(L)_{1} \frac{(L)_{1} s!x^{s-1}(1-x)^{0}}{(L)_{2}(s-1)!}+(L)_{1} \frac{(L)_{1} s!x^{s-2}(1-x)}{(L)_{3}(s-2)!}+(L)_{1} \frac{(L)_{1} s!x^{s-3}(1-x)^{2}}{(L)_{5}(s-3)!}+\cdots+(L)_{1} \frac{(L)_{1} s!x(1-x)^{s-1}}{(L)_{s} 1!}\right. \\
& \left.+(L)_{1} \frac{(L)_{1} s!x^{0}(1-x)^{s}}{(L)_{s+1} 0!}\right\} \\
& \frac{d}{d x} \sum_{j=0}^{s} \frac{(L)_{1} s!x^{s-j}(1-x)^{j}}{(L)_{j+1}(s-j)!}=\frac{(L)_{1}}{1-x} \sum_{j=1}^{s} \frac{(L)_{1} s!x^{s-j}(1-x)^{j}}{(L)_{j+1}(s-j)!} \square
\end{aligned}
$$

## Proof of Lemma 4:

$\sum_{j=0}^{s} \frac{(L)_{1} s!x^{s-j}(1-x)^{j}}{(L)_{j+1}(s-j)!}$

$$
\begin{gathered}
=x^{s}+\left\{\frac{(L)_{1} s!x^{s-1}(1-x)}{(L)_{2}(s-1)!}+\frac{(L)_{1} s!x^{s-2}(1-x)^{2}}{(L)_{3}(s-2)!}+\cdots+\frac{(L)_{1} s!x(1-x)^{s-1}}{(L)_{s} 1!}+\frac{(L)_{1} s!(1-x)^{s}}{(L)_{s+1} 0!}\right\} \\
\sum_{j=0}^{s} \frac{(L)_{1} s!x^{s-j}(1-x)^{j}}{(L)_{j+1}(s-j)!}=x^{s}+\sum_{j=1}^{s} \frac{(L)_{1} s!x^{s-j}(1-x)^{j}}{(L)_{j+1}(s-j)!}
\end{gathered}
$$

