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ABSTRACT 

The integration of GMM- super vector and Support Vector Machine (SVM) has become one of most popular strategy in 
text-independent speaker verification system.  This paper describes the application of Fuzzy Support Vector Machine 
(FSVM) for classification of speakers using GMM-super vectors. Super vectors are formed by stacking the mean vectors 
of adapted GMMs from UBM using maximum a posteriori (MAP). GMM super vectors characterize speaker‘s acoustic 
characteristics which are used for developing a speaker dependent fuzzy SVM model. Introducing fuzzy theory in support 
vector machine yields better classification accuracy and requires less number of support vectors. Experiments were 
conducted on 2001 NIST speaker recognition evaluation corpus. Performance of GMM-FSVM based speaker verification 
system is compared with the conventional GMM-UBM and GMM-SVM based systems.  Experimental results indicate that 
the fuzzy SVM based speaker verification system with GMM super vector achieves better performance to GMM-UBM 
system.   
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1. INTRODUCTION 

Speaker verification is a method to determine whether a person is who he/she claims to be. Identity given by the claimed 
speaker and his/ her test speech utterance are the two inputs applied to the system. The system will verify whether the 
test speech utterance correspond to the claimed identity or not.  

For text independent speaker verification system, where there is no prior knowledge of what the speaker will say, the 
successful model for speaker is Gaussian Mixture Model (GMM). GMM models are trained using the standard 
Expectation Maximization (EM) training algorithm.  Universal Background Model (UBM) represents the whole set of target 
speakers and background speakers, individual model for each target speaker are obtained through Maximum A Posteriori 
(MAP) adaptation. Recently, the idea of stacking the mean vectors of GMM model to form a GMM mean super vector has 
become successful in speaker verification using Support vector Machine [6, 7]. 

 Support Vector Machine (SVM) is a two-class classifier based on the principles of structural risk minimization. SVMs 
perform a non linear mapping from an input space to an SVM expansion space. Linear classification techniques are then 
applied in this potentially high-dimensional space. 

In the early 1990s, SVMs were first proposed by Vapnik [1] as optimal margin classifier. In pattern recognition works [3], 
SVM had been used for isolated handwritten digit recognition [2], object recognition [4] and speaker identification [5]. 
Then, in order to combine the advantage of SVM and the state of art technique GMM-UBM for speaker verification 
system, a new GMM-SVM system was proposed by Campbell W M et.al [6]. In this approach, the  

GMM super vector is the input for SVM. The experiments done by Campbell W M et.al [7] using SVM-GMM and NAP 
variability compensation with 20 female and 20 male speakers has achieved an error rate of 0.4% and average accuracy 
rate of 95.1% with 22 order MFCCs for the 2004 NIST speaker recognition evaluation corpus. 

The main design component in an SVM is feature space. Since inner products induce distance metrics and vice versa, 
the basic goal in SVM kernel design is to find an appropriate metric in the SVM feature space relevant to the classification 
problem. A study on the use of MFCC and SVM for text dependent speaker verification is carried out by Shi-Huang Chen 
et.al [8]. By using discrete events and their probabilities from speech signal to construct super vectors based on 
Bhattacharyya distance as input for SVM, Kong Aik Lee et.al [9] obtained an Equal Error Rate (EER) of 5.51% and a 
Decision Cost Function (DCF) of 2.69. The performance of SVM depends on the selection of Kernel functions used to 
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compute distances among data points. Mostly used kernel functions are polynomial, linear and Gaussian functions. Since 
these functions do not use the advantage of inherent probability distributions of data, a deterministic kernel based on KL 
divergence was proposed by Pedro J. Moreno et.al [10].  Another drawback of GMM-super vector-SVM approach in 
speaker verification found by Wai Mak and Wei Rao[11] is imbalance between the numbers of speaker class utterances 
and imposter class utterances. They proposed a method of utterance partitioning with acoustic vector resampling to 
reduce the error rate due to data imbalance problem. Zhao jian et.al [12] was able to obtain an EER of 4.92% and a DCF 
of 0.0251 by using GMM-SVM with a Nuisance Attribute Projection kernel.  

The outline of this paper is as follows: Section 2 describes GMM-UBM, GMM-SVM and GMM-FSVM development and 
formation of super vector. Section 3 describes the database used, features extracted and parameters of the proposed 
system. Simulation results are discussed in section 4. 

2. GMM-SVM AND GMM-FSVM 

2.1 GMM-UBM System 

In a GMM-UBM based text-independent speaker verification system, Universal Background Model (UBM) with a large 
number of Gaussian mixture components is created based on pool of speech data from target and background speakers 
[17]. Target speaker models are generated from the UBM by MAP adaptation for the individual target speaker‘s training 
utterances [18].  Thus the set of parameters mean, covariance and mixture weights represents the model of a speaker 

 , ,i i i ip   .  

2.2 GMM Supervector Formation 

GMM-UBM is developed for deriving a target speaker‘s GMM by adapting the parameters of the model[15]. Only the 
mean vectors of target speaker model are adapted using (1)-(5). Specifically, given an enrollment utterance with acoustic 

vector sequence },...,{ 21 TxxxX  , the mean vectors i  of the UBM is used to obtain the adapted mean vectors 
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The adapted means vectors of all M mixtures are combined to produce the GMM super vector 
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The GMM super vector can be thought of as a mapping between an utterance and a high dimensional vector. 

As stated in [11], the number of super vectors for target speakers and impostors is increased by means of partitioning the 
utterance into groups. Then, for each group a super vector is created and this is repeated several times by randomly 
rearranging the sequence of utterance. This method of utterance partitioning provides sufficient number of super vectors 
for training the SVM.  

2.3. Fuzzy Support Vector Machine Classifier 

Support Vector Machine is a two class classifier which classifies using the separating hyperplane [13]. The hyperplane is 
determined by maximizing the distance between the training vectors and the hyperplane. This hyperplane will be the best 
decision surface if the training set is linearly separable. The data points on the hyperplane are called as support vectors. 
If the training set is not linearly separable, then the support vectors can be transformed to a high dimensional space 
(HDS) with a nonlinear transformation. This nonlinear transformation is represented by Kernel function. Kernel function 

describes inner product in the HDS (named as feature space) which satisfies the Mercer‘s condition [14]
 

)x,x( jiK  is 

Kernel function which provides the distance between  two data points in feature space, i.e., 
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where )x( i is the mapping function from input space to feature space. Then the optimal hyper plane is defined by 
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where C is the number of data points; 

it  is the target values, }1,1{it which indicates the class label for the training vectors;  i s are non negative 

Lagrangian multipliers;  

The values of i  
are computed by solving the quadratic programming problem with linear constraints and these are non 

zero only for support vectors. The main aim of the binary classification in SVM is to search for a linear hyperplane 

bzwg T )x( where x)(z denote the corresponding feature space vector with a mapping  from 
n  to a 

feature space z ; w and b are weight and bias vectors which describes the hyperplane. Hence the problem can be 

stated as 
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Where ix,w represents the inner product of w and ix . Finding out the optimum hyperplane for minimum w and 

maximum distance between the hyperplane and training set is not easy for non linearly separable data set. But for non 
separable training set the optimization problem is modified with the slack variable and a penalty term. This primal training 
problem has a complicated constraint set and limitation on dimensionality of feature space [3]. 

Thus the optimal hyperplane can be reformulated as 
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 where C is the regularization parameter. During training of SVM for a 

target speaker, in (10), i , b and support vectors are optimized to produce a model. Among the optimum support 

vectors, some training vectors may have more importance than others. Fuzzy theory deals with these issues by saying 

that a training vector 
ix belongs 80% to class +1 and 20% to class -1. This may be achieved by associating a fuzzy 

membership value 10  i with each training pair ),x( ii t [20]. This membership value represents that the vector belongs 

to the class 
it  with membership value 

i and to class 
ijt 
with membership value

i1 . Support vectors those have less 

contribution in the learning process are neglected based on the membership value. Thus the number of support vectors 
used in the representation of speaker model is reduced and its performance will be improved. A fuzzy SVM has been 
proposed as extension to standard SVM. Let X be an input space and T be an output space. Each training pattern is 

given a label it from T and a fuzzy membership value 1 i with li ,...,1 . Value of  must be sufficiently small but 

greater than zero[21] i.e., since the fuzzy membership value 
i  gives information about the percentage of corresponding 

data point ix  in the class it , FSVM requires a parameter 
i  to measure the error in the SVM [19]. The product 

ii  is 

the measure of error with different weighting. The primal hyper plane problem in FSVM is stated as: 
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Fig 1. Automatic Speaker Verification system with Fuzzy SVM 

where C is a regularization parameter which is used to balance between the minimization of the error function and the 
maximization of the margin of the optimal hyper plane; 

w is the weight vector; 

b is the bias;  

i  is the slack variable for the data point which is not fitted in the optimal hyper plane. Since the training pair 

),x( ii t is weighted by the membership value
i , the training pair with less 

i will have less influence in the decision 

surface than those with larger 
i value. Solving (11) is a Quadratic Programming problem [22]. This can be solved by 

transforming the problem into dual problem as 
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The process of fuzzy based clustering is based on finding ‗k‘ partitions. Let ‗m‘ be the weighting exponent on each fuzzy 

membership, and the degree of fuzziness,  i  be the support vector, and 
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The new cluster centers are determined such that the dissimilarity function gets minimized. Hence the squared error 
objective function is  
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Achieving the minimum objective function depends on the change of fuzzy memberships and norm distances with the 
new cluster centre. 

2.4 GMM-Supervectors in Fuzzy SVM 

In GMM-FSVM as shown in Fig.1, when the super vector of test utterance is given as the input to FSVM of target 
speaker, the verification score of the claimed speaker is given by  
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where bc  ,  are Lagrangian multipliers of claimed speaker and background speakers respectively; 

ibtc x,x,x  are claimed speaker‘s super vector(test super vector), target speaker‘s super vector and background speakers‘ 

super vectors respectively; 

 ,K  is a kind of distance measure between two super vectors in the high dimensional feature space.  

Experiments have been performed for GMM-SVM based system with various kernel functions such as, Linear, 
Polynomial, Radial, Quadratic and RBF. Polynomial kernel is given by  
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where n is the polynomial order. 

Radial Kernel is given by 
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where σ is the width of the radial basis function. 

Quadratic kernel is given by 

2)1(),(  tTctc xxxxK            (21) 

An attractive feature of the SVM [23] is that the selection of sub clusters is implicit, with each support vectors contributing 
one local Gaussian functions, and centered at that data point. By the kernel function, the super vectors are positioned on 

the surface of hyper sphere in the feature space. Then )(),(),( jiji xxxxK   is the cosine of the angle between 

)( ix
 
and )( jx . An FSVM is trained for each target speaker using the GMM super vector of the speaker‘s enrolment 

utterances as positive samples, and GMM super vectors of all utterances from background speakers as negative 
samples. 

2.5  Fisher Linear Discriminant Analysis (FLDA) 

Since the dimension of the super vector is high, the performance of SVM may get over trained. To avoid this, the system 
requires dimensionality reduction before using the super vector in the training of FSVM. The technique used for 
dimensionality reduction which uses label information in finding informative projections from the data is Fisher-LDA. It 
maximizes the objective which involves the ―within class scatter matrix‖ and the ―between classes scatter matrix‖.the 
objective function J(w) is given by 
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where SB is the ―between classes scatter matrix‖ and SW is the ―within classes scatter matrix‖. As with eigenspace 
projection, training super vectors are projected into a subspace. The test super vectors are projected into the same 
subspace and identified using a similarity measure. Since the scatter matrices are proportional to the covariance 
matrices, SB and SW are calculated from covariance matrices. Initially, for the ith class the scatter matrix Si is calculated 
as  
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where mi is the mean of data in that class. The within class scatter matrix measures the amount of scatter between items 
in the same class. It is the sum of all the scatter matrices of all classes. 
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     (24)  where C is the number of classes. 

The between class scatter matrix measures the amount of scatter between classes. It is calculated as the sum of the 
covariance matrices of the difference between the total mean and the mean of each class. 
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where  

in  - the number of super vectors in the class i,  

im  - the mean of the super vectors in that class  

m  - the mean of all the super vectors. 

The eigen vectors and eigen values are computed by solving the eigen value problem as  

VSVS WB       (26) 

The Eigen vectors are sorted based on the Eigen values in descending order and the first (C-1) vectors are used as 
Fisher‘s basis vectors. The projected super vectors with fewer dimensions can be obtained by projecting all the super 
vectors on this Fisher‘s basis vectors. 

3. SYSTEM DESCRIPTION 

3.1 Database 

Speaker verification experiments were conducted using the NIST 2001 SRE database. The NIST 2001 SRE development 
database consists of 38 male speakers and 22 female speakers. The evaluation database comprises 74 male speakers 
and 100 female speakers for training, 850 male speakers and 1188 female speakers for testing. The training utterance for 
each speaker was for 2 minutes and the testing segment duration was less than 60 seconds. Development database is 
used for model development and initial validation whereas the evaluation database is used for final validation. Equal Error 
Rate (EER) and the minimum Decision Cost Function (minDCF) are used as metrics for performance evaluation. 

3.2 Feature extraction and Feature warping 

In this work, we extracted 13-dimensional Mel frequency Cepstral Coefficients from speech signal for 30ms duration with 
20ms overlapping. Cepstral Mean Subtraction (CMS) [24] and RelAtive SpecTrAl (RASTA) filtering [25] are two of the 
standard feature-based channel compensation techniques. But even after CMS and RASTA filtering, channel and 
handset mismatch can still cause lots of errors. Hence, with CMS and RASTA, recently introduced feature warping 
technique called Gaussianization [26] is also used to transform the distribution of a cepstral coefficient feature stream to a 
Normal distribution based on Cumulative Distribution Function (CDF). It is shown that this technique brought significant 
improvements in recognition rate of the system compared to system based on standard techniques. Then first order and 
second order deltas are appended to the Gaussianized cepstral vector. The size of the feature vector is now 39. 

3.3 GMM-UBM system 

The conventional GMM-UBM is used as the baseline system[16] for comparison with GMM-SVM and GMM-FSVM. It is 
the prerequisite for developing the GMM-SVM system. Gender dependent UBMs were developed using development 
database and evaluation database of NIST 2001 SRE corpus. Performance comparison is made between three different 
number of mixture components of UBM. Table I summarizes the number of speakers used for development and 
evaluation of the system.  

3.4 GMM-SVM and GMM-FSVM system 

In GMM-SVM & GMM-Fuzzy SVM (FSVM) based systems, the super vectors are formed from the mean vectors of MAP 
adapted GMMs.  In super vector formation, if an entire utterance is used to develop a speaker specific model through 
MAP adaptation, it yields only one super vector per speaker. But it is not enough for training and testing the 
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Table 1 Usage of NIST 2001 corpora in the development and evaluation of the system 
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SVM based speaker model. Hence in this work, Utterance partitioning method proposed by Man Wai Mak andWei 
Rao[11] is followed. Training utterances of target and background speakers are partitioned into five groups and a super 
vector is formed for each group. That means five super vectors per speaker (includes target speaker (17) and 
background speakers (80) in the case of development) are obtained by dividing the enrollment utterance into five sub 
utterances. These super vectors (97x5=487) are used as negative training vectors for FSVM. The positive training vectors 
(for target speakers) are obtained by dividing the training utterance into 10 sub utterances. For each sub utterance a 
super vector is formed from the GMM trained with these sub utterances. This is repeated 20 times by randomly 
rearranging the sequence of utterance and every time dividing it into 10 groups. Thus for every target speaker there will 
be 200 super vectors plus one super vector for full utterance. FSVM is trained for each target speaker using 201 super 
vectors as positive class data and 487 super vectors as negative class data. The same procedure is followed for SVM 
based system also. Impostor‘s super vectors are formed by dividing the training utterance of each imposter into 10 sub 
utterances and one super vector from full utterance. Similarly for testing the target speaker, the test utterance is 
subdivided into 10 groups and a super vector for each group plus one full utterance super vector are obtained. So, totally, 
11 super vectors are used for testing each target speaker. 

The reduction in the dimension of super vectors is performed by Fisher‘s Linear Discriminent Analysis (FLDA). In FLDA, 
the super vectors are transformed from high dimensional feature space into low dimensional feature space; also it 
provides the principal directions of channel variability. The Eigen space is generated using both target and background 
speakers super vectors. Then target, background, impostor and test super vectors are projected into this Eigen space. 
The projected super vectors are used for training and testing the SVM and also FSVM.  

4. RESULTS AND DISCUSSIONS 

Experimental results are obtained for baseline GMM-UBM system, GMM-SVM and proposed GMM-FSVM. The 
performance of the systems is compared by varying the number of mixtures in UBM, MFCC features with and without 
RASTA filtering and Gaussianization. Also comparison is made between the GMM-SVM systems for various kernel 
functions. In GMM-FSVM based system the performance analysis is made with various fuzzy membership functions. The 
results are assessed using Equal Error Rate (EER) and the minimum Decision Cost Function (DCF), defined by NIST as 
DCF = 0.1pmiss + 0.99pfalse_alarm. In addition to these parameters, DET curve is also employed as an overall 
performance criterion.  

Table 2 shows the EER and minDCF values of GMM-UBM system with three different numbers of mixtures. The result 
suggests that GMM-UBM with 256 mixtures performs better than the other two and therefore the number of mixtures was 
set to 256 for GMM-UBM and from that the super vectors, are obtained for GMM-SVM and GMM-FSVM. The GMMs of 
target speakers were adapted from the UBM using MAP adaptation [18] with relevance factor set to 16.  

Table 2 Performance of GMM-UBM for different Number of Gaussian Components 

Method Mixtures MinDCF EER (%) 

GMM-UBM 
baseline system 

128 0.2402 22.9 

256 0.1938 21.81 

512 0.2267 29.34 

 

Table 3 shows the Performance comparison of GMM-UBM and GMM-SVM using MFCC features with and without RASTA 
filtering and Gaussianization. It shows that the system performs better for MFCC with RASTA filtering and Gaussianized 
features. Compared to the baseline system with CMS and RASTA, around 20% relative improvement in both EER and 
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minimum DCF is obtained on NIST 2001 cellular phone data evaluation. Fig.2 shows the effect of RASTA 
filtering and Gaussianisation in the MFCC features used for GMM-UBM systems. 

Table 3 Performance comparisons between GMM-UBM and GMM-SVM with MFCC, MFCC with RASTA filtering 

and MFCC with Gaussianisation 

Model Min. DCF 

EER 

(%) 

Gaussian Mixture Model 

  1.GMM-UBM-MFCC 0.1915 21.77 

2.GMM-UBM-MFCC-RASTA 0.1745 18.35 

3.GMM-UBM-MFCC-RASTA+GAUS 0.1255 13.53 

GMM-Support vector Machine 

  1. GMM-SVM-MFCC 0.1180 11.91 

2.GMM-SVM-MFCC-RASTA 0.0951 10.01 

3.GMM-SVM-MFCC-RASTA+GAUS 0.0923 9.11 
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Fig.2.Effect of RASTA filtering and Gaussianisation added in the MFCC features for GMM-UBM system 

After the selection of number of Gaussian components in GMM-UBM and the feature warping technique experimentally, 
the super vectors are formed from the mean vectors of MAP adapted Gaussians. Then, projection of super vectors into 
the Fisher‘s Linear Discriminent space yields low dimension discriminent features. Fig.3 shows DET curves for GMM-
SVM based system for various Kernel functions. Evidently, the radial kernel function performs better than other kernel 
functions. 
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Fig.3 Effect of various kernel functions in GMM-SVM based system. 

Performance comparison in terms of EER and minDCF for the GMM-SVM system with various kernel functions are listed 
in Table 4. The result shows that the radial kernel function in SVM performs better than the conventional linear kernel 
function. Table 5 shows the performance of GMM-SVM with and without FLDA. There is reduction in the EER of GMM-
SVM system with FLDA. This experiment is performed for the gaussianised MF-RASTA features based GMM super 
vectors and radial kernel function. The result demonstrates the merit of the FLDA in GMM-SVM based speaker 
verification system.  

Table 4 Performance of GMM_SVM for various kernel functions. 

Model 

Min. 

DCF EER(%) 

Kernel 

function 

Feature: MFCC+RASTA+GAUS 

GMM-Support vector 
Machine-with FLDA 

   0.0923    9.11 Linear 

0.4273 45.65 Quadratic 

0.0818 8.91 Radial 

0.1091 10.91 RBF 

0.4273 45.56 
Polynomial 

(n=3) 

 

Table 5 Performance of GMM-SVM 

 

 

 

 

 

 

 

 

 

 

Model Min. DCF EER(%) 

Feature: 

MFCC+RASTA+GAUS 

Kernel: Radial 

GMM-Support vector Machine 

  1.GMM-SVM 0.0923 9.11 

2.GMM-SVM with FLDA 0.0818 8.91 
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Table 6 shows the performance of GMM-FSVM based system with various membership functions. The result 
shows that the GMM-FSVM system has a significant reduction in EER and minDCF for the radial kernel function and 
probabilistic sigma membership function. 

Table 6 Performance of GMM-FSVM for various membership functions 

Model 

Min. 

DCF 

EER 

(%) 

Kernel 

function 

Membership 

Function 

Feature: MFCC+RASTA+GAUS 

 

GMM-Fuzzy 
Support 
vector 

Machine-
with FLDA 

    0.0909 9.56 

Radial 

gaussmf 

0.0812 8.56 gbellmf 

0.081 7.43 gauss2mf 

0.053 5.02 psigmf 

0.0914 8.52 sigmamf 
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Fig.4 Performance comparison of GMM-FSVM based system with GMM_UBM and GMM_SVM. 

Based on the experimental analysis, the proposed method of speaker verification system based on GMM-FSVM performs 
better than the GMM-UBM and GMM-SVM based systems. The result shown in Fig. 4 in terms of DET curve and EER 
(5.02%) and minDCF(0.0530) in Table 7 highlights the  performance gain that can be achieved by GMM-FSVM.  

Table 7 Performance Comparison of GMM-FSVM with GMM-UBM and GMM-SVM 

METHOD EER DCF 

GMM-UBM 13.53% 0.1255 

GMM-SVM 8.91% 0.0818 

GMM-FSVM 5.02% 0.0530 
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CONCLUSION 

The commonly used GMM-UBM system can achieve an excellent performance, with EER 13% and DCF 0.12 with 
gaussianised MF-RASTA features. The SVM system can achieve a comparable performance, with EER 8.9% and DCF 
0.082. When introducing the fuzzy membership values of data for training SVM system using Radial kernel in SVM, it 
leads to the improvement of system EER from 8.9% to 5.02%. 
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