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Abstract 

When fuzzy systems are highly nonlinear or include a large number of input variables, the number of fuzzy rules 
constituting the underlying model is usually large. Dealing with a large-size fuzzy model may face many practical problems 
in terms of training time, ease of updating, generalizing ability and interpretability. Multiple Fuzzy System (MFS) is one of 
effective methods to reduce the number of rules, increase the speed to obtain good results. This paper is therefore 
proposes another approach call Multiple Neuro-Fuzzy System (MNFS) which can further enhance the performance of the 
MFS approach. The new approach is used Back-propagation algorithm in the learning process. The performance of the 
proposed approach evaluates and compares with MFS by three experiments on nonlinear functions. Simulation results 
demonstrate the effectiveness of the new approach than MFS with regards to enhancement of the accuracy of the results. 
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1. INTRODUCTION 

Fuzzy rule-based models have been shown to be powerful tools in the modeling and control of complex nonlinear 
systems. When a fuzzy system being considered is highly nonlinear or includes a number of input variables, the number of 
fuzzy rules constituting the underlying model is usually large. Dealing with such model with large size may pose many 
practical issues in terms of training time, ease of updating, generalizing ability, and interpretability [1] [2] [3] [4]. Therefore, 
researchers have spent lot of efforts to find new methods to decrease the number of rules.  

Optimization of fuzzy systems can be done from different perspectives, such as tuning membership parameters (e.g. 
center and width), optimizing learning rates, and compressing the number of rules. J. A. Dickerson used a fast simulated 
annealing to reduce the number of fuzzy rules [5]. E. Kolman and M. Margaliot proposed a fuzzy rule base with a special 
structure, referred to the Fuzzy All-permutations Rule Base (FARB) [6]. M. Mizumoto and Y. Shi presented a learning 
algorithm for tuning fuzzy rules [7]. The main advantage of such method is that the fuzzy rules can be tuned without 
changing the form of fuzzy rule table, so that the case of weak-firing ease can be avoided. C. Yeh considered the least-
squares multiple regressions with fuzzy data [8]. The regression coefficients are assumed to be real. Z. Chen et al. 
presented architecture and learning algorithm based on the use of rules, preliminarily the rules must be tailored to 
quantum processing. Cheu et al. suggested a neural-fuzzy system with rules generated from fuzzy grid partitions created 
by data space partitioning based on a decision for ANCFIS, the inductive-learning architecture that employs complex fuzzy 
logic and rule interference [9]. M. Panella et al. investigated the application of nonlinear quantum processing to Neuro-
Fuzzy networks [10]. Since these networks are tree classification algorithm [11]. J. Yen et al. presented an alternative 
methodology for designing fuzzy systems called the Multiple Fuzzy System (MFS) [12]. The essential scheme for this 
method is to decompose the overall system into subsystems and then combine their individual results. The idea of 
decomposition is well developed in the area of modeling and control of large scale complex systems where the main 
difficulty arises from the high dimensionality of the problem, and one approach in tackling such problems is to reduce the 
dimensionality by a suitable decomposition. 

Although previous works have achieved wonderful results in this area, there is still the need to improve upon the efficiency 
of the fuzzy system to obtain more accurate results with high speed. In this paper, we improve the performance of the 
MFS by utilizing the concept of neuro-fuzzy system, called Multiple Neuro-Fuzzy System (MNFS). The training process is 
done by using the back-propagation algorithm for all parameters in each subsystem (the parameters in the IF-part and the 
Then-part), in addition to the training for the integrating unit’s weights. The proposed method may have some advantages 
from different perspectives: (i) High speed, each neuro-fuzzy subsystem computing simultaneously to produce the total 
output of the whole system. (ii) Results of the combined system are of high reliability. (iii) Simplicity of design, where each 
neuro-fuzzy subsystem is separate from others and can be seen as a small system that contains fewer membership 
functions.   

To show the increased efficiency of MNFS, we test it by several experiments on nonlinear functions. Results prove the 
improvement of MNFS over MFS. The rest of the paper is organized as follows. Sec. 2 presents the architecture and 
identification algorithm of MNFS.  Experimental results are given in Sec. 3. Conclusion and discussion are presented in 
Sec. 4. 

1.1. Multiple Neuro-Fuzzy System (MNFS) 

The basic scheme of MNFS is to decompose the overall system into subsystems. Each subsystem is considered as a 
neuro-fuzzy system, and their individual results are combined to generate the final output. This approach has been used to 
overcome the complexity problem encountered when the number of inputs of the system is significantly increased.  

1.2. Architecture of MNFS    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.   Architecture of MNFS ( yi : output of the subsystem i, and gi: output of the integrating unit; i=1:m) 
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Figure 1 shows the configuration of the MNFS, which consists of M neuro-fuzzy subsystems and an integrating unit. In this 
method, each subsystem is a neuro-fuzzy system obeying a Mamdani model [13, 14]. This structure can be viewed as a 
special case of modular network. Each subsystem amounts to "local expert" in the modular network and the integrating 

unit is used to coordinate the separate outputs of subsystems and acts like a decision switch. Therefore the MNFS 
structure can be regarded as a combined neuro-fuzzy system. 

The structure of the S
th

 subsystem is determined by the functions used to represent the fuzzy sets. A general layout of the 
S

th
 subsystem with multi-inputs and one output is shown in Figure 2. The architecture of this network is analogous to that 

of artificial neural network with four-layers [2] [13] [14] [20]. 

 

 

Figure 2.  The S
th
 subsystem of MNFS in Figure 1. 

In the first layer, the fuzzification operator for each linguistic variable is performed using Gaussian membership 
functions, which are given in the following: 
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where xj is the j
th

 input variable; aij, and bij are the center and the width for the Gaussian membership function, 
respectively. 

The outputs of the first layer are fed to the next layer that performs a T-norm operation (product operation) [15] [16]. The 
output of this layer represents the firing strength of the antecedent part for each rule, which could be calculated according 
to the following: 
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Where r is the number of input variables. 

The firing strength is normalized in the third layer through dividing its value by the summation of all the firing strengths of 
all rules as: 
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where  L  is the number of rules. 

Finally, in the fourth layer, the summation of all the normalized values of  Ui  are multiplied by the corresponding weight  ci  

that represents the center of the membership function in the consequent-part of the rules [2] [4] [17] [18] to produce the 
center-of-gravity defuzzification operation. The output of the fourth layer represents the crisp output value for the given 
inputs, which can be obtained by the following formula: 
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The integrating unit [12] is assumed to be a single layer neural network restricted to having as many output units as there 
are in neuro-fuzzy systems. Figure 3 depicts the integrating unit’s architecture. 

 

In Figure 3(b),  hs is the weighted sum of input variables applied to the S
th
 output unit  and is computed by: 
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where wsk is the weight for the S
th
 component of the integrating unit and the k

th
 input variable, and the activation function gs 

of the S
th
 output unit is related to hs via a softmax transformation, which is described by: 
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This transformation generalizes the maximum picking, or “winner-takes-all” operation in the sense that the output changes 
smoothly with variations in inputs. Finally, the total output for the whole system can be obtained by : 
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1.3. Identification Algorithm of MNFS    

The objective of the MNFS is to design a combined fuzzy system such that its output error is minimized in the Least-Mean-
Square (LMS). Figure 4 shows the structure of the identification problem with the MNFS model [3] [13] [15] .  

In MNFS, a different type of objective function is used with the formulas as: 
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where E is the total error for the whole system; E 
p
 is the error in the pattern p; d 

p
 is the desired output in the pattern p;  

  
 
is the output for subsystem S in the pattern p;        is the output for component S, in the integrating  

unit, in the pattern p; P is the pattern number;  M  is the subsystem number. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.  (a) A single layer of neurons constituting the integrating unit;  (b) The S
th
 component of the integrating unit 
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Figure 4. Identification problem with MNFS model 

This function was first proposed by Jacobs et al. under the framework of competitive learning and modular networks [19]. 
The objective function E is defined with respect to all parameters in each subsystem, such as the centers aij and the widths 
bij for input membership functions, the centers ci for output membership functions and the weights wsj in the integrating unit. 

   
 
 

.
)(

)(
** )()(*)()(*)()()1(

2

1

tb

tax

u

u
tytctytdtgktata

ij

iji

L

i

i

i

sissaijij







                        (10) 

 
   

 
 

.
)(

)(
** )()(*)()(*)()()1(

3

2

1

tb

tax

u

u
tytctytdtgktbtb

ij

iji

L

i

i

i

sissbijij







                          (11) 

  ].*)()(*)([)()1(

1





L

i

i

i
sscii

u

u
tytdtgktctc

                                                               (12) 

    ].*)(1*)(*)()([)()1(
2

2
1

jssswsjsj xtgtgtytdktwtw 
                                                      

(13) 

where  i =1,…, L,{L is no. of rules in subsystem s};  j =1,…, r, {r  is no. of input variables}; ka, kb, kc, and kw are the learning 
rates, and t means the learning iteration. 

2. EXPERIMENTAL RESULTS 

To test the performance of MNFS, we compare with the MFS apporach on several nonlinear functions. Two subsystems are 
used in both MFS and MNFS and each subsystem consists of three membership functions. The numbers of input-output 
data (training patterns) are chosen to be constant for these functions and equal to 100. 
Experiment 1 
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where x ∊ [-5,5] is an input variable, and D is an output variable [12]. 
Table 1 shows the results of MNFS and MFS approaches for the D function. It can be seen that the MNFS gives a much 
better performance. 

Table 1. Results of MNFS and MFS for D function 

Approach Error Epochs 

MNFS 0.0000419 300 

MFS 0.0001375 500 
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Figure 5 illustrates the approximated outputs of MNFS and MFS approaches together with the desired D function. 

 

   The Log (LMS) of error curves using the MNFS and MFS approaches against the learning-epochs as show in Figure 6. 
From Figures 5 and 6, it can be seen that MNFS has a better result compared with MFS for the D function. 

 

Figure 6.  Log (LMS) curves for MNFS and MFS pproaches for  D function. 
 

In order to illustrate the individual behavior of two subsystems in the combined neuro-fuzzy system, Figure 7 depicts 
their separate outputs.  

 

Fig. 7 Separate outputs of neuro-fuzzy subsystem. 

 

Figure 5.  Outputs of desire D function (solid-line in blue) and the both  models MFS & MNFS (dotted-line in red) for the D function. 
(a) Output of desired D function with MFS. (b) Output of desired D function with MNFS. 
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These two subsystems compete with each other for the right to produce the desired approximation. As a result, subsystem 
1 is the winner in approximating the left piece of the function but the loser in approximating the right piece of the function, 
while subsystem 2 just goes to the contrary. The competition has been coordinated by the integrating unit whose function 

is to provide relative weight values for the subsystems. Figure 8 shows the outputs of the integrating unit. 

 

Fig. 8 Outputs of the integrating unit. 

Clearly, in approximating the left piece of the function, the integrating unit adds a greater weight (nearly 1) to subsystem 1 
and a smaller weight (nearly 0) to subsystem 2; while in approximating the right piece of the function, the integrating unit 
adds a greater weight (nearly 1) to subsystem 2 and a smaller weight (nearly 0) to subsystem 1. 

Experiment 2 

Z1=sin(x) * cos(y) 

where x,y ∊ [-2,2] is an input variables, and Z1 is an output variable [5]. 

Table 2 shows results of MNFS and MFS approaches for Z1 function. Again MNFS exhibits a much better performance than 
MFS. 

Table 2.  Results of MNFS and MFS for Z1 function 

Approach Error Epochs 

MNFS 0.00039 500 

MFS 0.00519 500 

Figure 9 presents a 3-D presentation of the desired and the approximated values for  MNFS and MFS outputs for the Z1 
function. 
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Figure 9.  Desired and approximated (MNFS and MFS) outputs for the Z1 function.  (a) Desired Output.  (b)MNFS output. (c) MFS output. 

Similarly, Figures 10(a) and 10(b) show a graphic presentation of the error in the outputs for MNFS and MFS, respectively, 
for the Z1 function. Figure 11 further shows the Log (LMS) of error curves using MNFS and MFS approaches against the 
learning-epochs. 

 

Figure 10.  Error of MNFS and MFS approaches for the Z1 function. (a) Error in MNFS. (b) Error in MFS. 

 

Figure 11.  Log (LMS) curves for MNFS and MFS approaches for Z1 function. 

From Figures 9-11, it can be seen that the MNFS has a better result compared with the original MFS for the Z1 function.  

Note that this function has been investigated in  [5] with an error equal to 0.0138 with 5000 training epochs. 

Experiment 3 

Z2= [4*sin (π x) + 2* cos (π y)] / 12 + 0.5    

where x,y ∊ [-1,1] is an input variables and Z2 is an output variable [7]. 
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Table 3 shows results of MNFS and MFS approaches for the Z2 function.   

Table 3.  Results of MNFS and MFS for Z2 function 

Approach Error Epochs 

MNFS 0.00166 135 

MFS 0.006 135 

Figure 12 presents the desired and the approximated values for MNFS and MFS outputs for the Z2 function.  

 

 

Figure 12.  The desired and approximated outputs for z2 function. (a) Desired Output.  (b) MNFS output. (c) MFS output. 

Similarly, Figures13(a) and 13(b) show the error in the outputs for MNFS and MFS, respectively, for the Z2 function. 
Figure14 shows the Log (LMS) of error curves using the MNFS and MFS approaches against the learning-epochs. 

 
Figure 13.  Error MNFS and MFS approaches for the z2 function. (a) Error in the MNFS. (b) Error in MFS. 



ISSN 2278-5612 

803 | P a g e          O c t o b e r ,  2 0 1 3  

 
Figure 14.  Log (LMS) curves for the MNFS and MFS approaches for the Z2 function. 

From Figures 12-14, it can be seen that the MNFS has a better result compared with the original MFS for the Z2 function.   

Note that this function has been considered in [7], with an error equal to 0.0613 with 135 training epochs. 

3. CONCLUSIONS 

The Multiple Fuzzy System (MFS) is one of the most successful approaches to reduce the number of fuzzy rules that 
constitute the underlying model. Such system has a high efficiency, providing good results in a quick manner with yet simple 
design. A new approach, Multiple Neuro-fuzzy System (MNFS), has been proposed to further improve the MFS efficiency, 
proved by several experiments on nonlinear sytems. From results obtained in this work, one can conclude that including all 
parameters in the learning process could increase the efficiency of the system, as well as the speed. Future investigations 
include the determination of the optimal number of subsytems, fuzzy rules in each subsystem, and the adaptive adjustment 
of membership functions.  
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