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ABSTRACT 

Cloud Computing, a recent technology development presents a paradigm shift in computing, a move away from 

personal computers and enterprise server systems, to a “cloud” of computers located on the internet. Applications and 

resources are accessed from the “cloud”. The introduction of cloud computing services in Kenya by some 

telecommunication company like Safari Cloud from Safaricom Limited is an indicator that cloud computing technology is 

gaining ground and popularity locally. Technology adoption studies, which include Cloud computing adoption, have 

mainly been carried out in United State of America, Europe, Japan and Australia. No previous study has analyzed the 

acceptance and use of cloud computing services in a university setting in Kenya. In addition, no model has been 

advanced to explain the factors that influence acceptance and use of cloud services in the same setting. A conceptual 

model derived from the Unified Theory of Acceptance and Use of Technology (UTAUT) was used as a guide in this 

study. Survey (n=217) and Focus Group Discussion (n=12) were used as data collection instruments in an attempt to 

understand cloud services adoption and use. The results of partial correlation showed that Performance Expectancy 

and Facilitating Condition were the two main factors that significantly influence cloud services acceptance and use in the 

universities in Kenya.  The Focus Group Discussion results established that personal ego was a factor that prevented 

individuals from admitting that they were socially influenced towards adoption and use of cloud services. The findings 

will be useful to multiple stakeholders that include; academic researchers, technology adoption and perception 

researchers and cloud services providers and vendors. 
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INTRODUCTION 

Cloud Computing is recent computing technology development that presents a paradigm shift in computing (Luis et al., 
2008). The shift represents a move away from personal computers and enterprise server systems to a “cloud” of 
computers. According to Voas and Zhang (2010) and Grossman (2009), there is no standard definition of cloud 
computing. This argument seems to be validated by the existence of varied definitions (NIST, 2011; Catteddu & Hogben, 
2009; Buyya et al, 2008; McFedries, 2008; Staten, 2008; Vaquero et al, 2009). In this paper we define cloud computing as; 
a computing paradigm that allows on demand access to a pool of metered computing resources located on the internet 
that include software, platform and hardware infrastructure, offered as a service by a provider/vendor via the internet 
infrastructure. The term cloud is used basically to illustrate the fact that the applications and resources are available for 
access at all times and the user does not need to know where they are located on the internet. The purpose of this paper 
is to first examine and establish the factors influencing students in a university setting to accept and use cloud computing 
services, secondly to identify moderators to the established factors and thirdly, develop a model that can be used for post 
adoption evaluation of cloud computing services. 

1. LITERATURE REVIEW 

1.1 Cloud Computing Development 

According to Aderemi, and Oluwaseyi (2011), cloud computing came into the foreground as a result of advances in 
virtualization, distributed computing with server clusters and an increase in the availability of broadband internet access. 

1.2 Cloud service Models 

In cloud computing, each available resource is delivered as a service (Aderemi and Oluwaseyi, 2011). The Cloud 
computing technology can be visualized and described using the XaaS taxonomy that was first used by Scott Maxwell in 
2006 to describe the various services available in the cloud infrastructure (Ranjan, 2012; Aderemi and Oluwaseyi, 2011). 
The “X”, in the XaaS taxonomy can be substituted with Software, Platform or Infrastructure, while the “S” represents 
Service. Zhang and Chen (2010) organized the different types of services available in the cloud, into a layered 
architecture, where service models can take any of the three formats; Software as a Service (SaaS), Platform as a Service 
(PaaS) and Infrastructure as a Service (IaaS), see Figure 1.  

 

Figure 1, Source: Aderemi and Oluwaseyi, 2011 

Software as a Service (SaaS) 

The Software as a Service (SaaS) forms the top layer of the cloud pyramid (Figure 1) where applications hosted on the 
provider’s network are run and interacted with via a web browser, which is a thin client interface that is normally hosted on 
a remote client. Examples of SaaS service model are; Google Doc, YouTube and Gmail by Google (Chappell, 2009) and 
Salesforce’s Customer Relationship Management software (Varia, 2009).  

Platform as a Service (PaaS) 

The middle layer of the cloud pyramid (Figure 1) forms the platform, which is an environment on the provider/vendors 
cloud infrastructure designed to enable developers  create/develop, test and even deploy applications on the 
vendor’s/provider’s platform (Bret and George, 2010; Allan, 2010). Currently, the most popular examples of this service 
model include Google App Engine (Rayport and Heyward, 2009) and Microsoft Azure (Pastaki et al, 2009). 

Infrastructure as a Service (IaaS) 

The foundational layer (Figure 1) is a virtualized environment that makes it possible to access and configure a physical 
piece of hardware on the cloud providers infrastructure, into independent, self-governed environments, which can be 
scaled in terms of CPU, RAM and Disk space (Victorde, 2010). In this service model, users acquire computing resources 
that may include processing power, memory and storage from an IaaS provider. The acquired resources can then be used 
to deploy and run the users applications (Mel, 2010). This service model permits users to access the underlying 
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infrastructure in order to configure virtual machines. Common examples of IaaS service models include Sendspace.com 
services, Amazon Web Services, EC2 and S3 (Khajeh-Hosseini, 2010). 

1.3 Cloud Services Deployment Models 

There are four main deployment models in cloud computing. 

Public Cloud 

Public cloud is the traditional and most common way of providing cloud services, where a cloud services vendor or 
company provides various cloud services; SaaS, IaaS and PaaS via the internet infrastructure.  In this deployment model, 
the services are visible to everybody and accessible to multiple users at the same time but may not necessarily be for free. 
This model traverses national and regional geographical boundaries. The management and control of the cloud 
infrastructure is the responsibility of the company that provides or sells the services (Armbrust et al., 2010; IBM, 2010; 
Victor et al., 2010). 

Private Cloud 

Private cloud or internal cloud or corporate cloud is a proprietary cloud architecture that provides hosted services to a 
limited number of people. It is separated from the internet or public networks by a firewall and is primarily accessed by 
employees of the particular organization. It is built, managed, and directly controlled by a single organization that owns the 
cloud infrastructure (Armbrust et al., 2010; IBM, 2010; Victor et al., 2010). 

Community Cloud 

Here, the cloud infrastructure is shared by several organizations (Dillon et al, 2010), that together form the community. 
The management of the infrastructure may be shared between the organization through provision of a common 
management policy, while in some cases the management and control may be done by a third party on behalf of the 
organizations that form the community (Thomas, 2009). 

Hybrid Cloud 

It incorporates components of both public and private clouds (Babcock, 2010). Mostly applied where an organization 
builds a private cloud for the most sensitive or essential services and outsources cloud services for the non-essential 
services from a public cloud (Dustin and Scott, 2009; Victor et al., 2010). 

1.4 Technology Adoption 

Reviews of literature on technology adoption show that research concerning technology adoption has been done for close 
to three decades (Agarwal & Prasad, 1999; Davis, 1986; Venkatesh & Davis, 2000; Taylor, 2011; Ochieng, 2012; 
Venkatesh et al., 2003; Wang and Shih, 2009). Most of this research has been carried out in the United States of America, 
Europe, Australia and Japan and china, but gradually the research on technology adoption is gaining momentum in Africa 
(Ochieng, 2012) and the rest of the developing world. 

In technology adoption studies, the human factors present the most complex and challenging elements of the research, 
which has led to increased research activities. Among the research activities that are of interest to researchers include 
establishing the factors that influence the Behavioral Intention and Use Behavior (Al-Adawi et al., 2005) towards a certain 
technology. A number of theories and models have been developed for the purpose of evaluating and explaining 
technology adoption by individual users and from individual users perspective. Research findings from various adoption 
studies focusing on acceptance/adoption and usage of different technologies have shown variations in factors that 
influence adoption and levels of technology acceptance; the model or theory applied in the research and region of the 
world where the research was carried out have been found to be among the key factors.  

The most cited models and theories include; Theory of Reasoned Action (TRA), Theory of Planned Behavior (TPB), 
Technology Acceptance Model (TAM) and its improved version called TAM 2, Social-Cognitive Theory (SCT) and the 
Unified Theory of Acceptance and Use of Technology (UTAUT). Each of the models or theory has its own defined 
independent and dependent variables. Some variables have been found to overlap across models (Morris and Dhillon, 
1996), even though they assume different names under the respective models. The existence of various technology 
adoption models and theories has given birth to many debates on the suitability and comprehensiveness of some of the 
models in explaining technology acceptance and adoption. 

1.5 Unified Theory of Acceptance and Use of Technology 

To confront and address some the limitations and uncertainties that multiple models may pose to researchers, the Unified 
Theory of Acceptance and Use of Technology (UTAUT) model was developed. The model aimed at simplifying the 
understanding of Behavioral Intention and Use Behavior as the dependent variables (Venkatesh et al., 2003) and 
achieving of a unified view of user acceptance of technology (Abdulwahab and Dahalin, 2010; Venkatesh et al., 2003). 
UTAUT model was developed by consolidating previous technology acceptance theories and models (Venkatesh et al, 
2003). It combines eight previous adoption theories through empirical studies. The models include; the Theory of 
Reasoned Action (Davis et al. 1989, Technology Acceptance Model (Davis, 1989), the Motivational Model (Davis et al., 
1992), The Theory of Planned Behaviour (Ajzen, 1991), a model combining the technology acceptance model and the 
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Theory of Planned Behaviour (Taylor and Todd 1995), the model of PC utilization (Thompson et al., 1991), the Innovation 
Diffusion Theory (Rogers, 1995), and Social Cognitive Theory (Compeau and Higgins, 1995).  

The theory holds that four key constructs; Performance Expectancy, Effort Expectancy, Social Influence and Facilitating 
Conditions are direct determinant of intention and usage behavior (Venkatesh et al., 2003). Gender, Age, Experience and 
Voluntariness of use are posited to mediate the impact of the four primary constructs on behavioral intention and use 
behavior (Venkatesh et al., 2003). Subsequent validation of UTAUT in longitudinal study by Venkatesh et al., (2003) found 
it to account for 70% of the variance in usage intention, making the UTAUT a broad, robust and powerful model in IS 
adoption. 

 

Figure 2, Source: Venkatesh et al., (2003) 

Venkatesh et al., (2003) tested the UTAUT model in four different organizational settings for a period of six months and 
the study showed that three primary constructs; Performance Expectancy, Effort Expectancy and Social Influence, had a 
significant and direct effect on behavioral intention while Facilitating Conditions and behavioral intention are direct 
determinants of use behavior (Venkatesh et al., 2003; Wang, 2003). 

Critics of this model have argued that it is a recent model and therefore requires more validation. Scholars have argued for 
UTAUT by stating that it is based on a strong theoretical foundation that results from rigorous development process of 
combining eight models (Schaper and Pervan, 2005, Han et al., 2004). The strength of UTAUT model is in its ability to 
explain up to 70% of variance (adjusted R2) Use Behavior, whereas the other models are known to account for between 
17% and 53% (Han et al., 2004; Venkatesh et al., 2003). UTAUT also includes aspects of the user‘s characteristics, as 
well as some prevailing conditions at the time of adoption and possible use of the technology, system or service. Further, 
by including voluntariness as a moderating factor, it able to account for scenarios where technology adoption is mandatory 
or voluntary, which is ignored by many other models (Venkatesh et al., 2003).  

2. METHODOLOGY 

Our approach to this study had both quantitative and qualitative aspects. The quantitative dimension was a cross sectional 
survey design where data was collected using questionnaires from the targeted population, while the qualitative dimension 
involved using the focus group discussion (FGD). 

To guarantee the reliability of the results, we obtained an optimum sample that fulfills the requirements of efficiency, 
representativeness, reliability and flexibility by computing the sample size as a function of the targeted population, based 
on the formula developed by Yamane (1967:886). 

We used questionnaire and focus group discussion as the data collection instruments. The questionnaire was the most 
appropriate for collecting quantitative data because of several reasons. First, it has been successfully used before in 
technology adoption studies using UTAUT model and other models, secondly it helps prevent bias and thirdly, it is the 
appropriate tool that enabled us to reach as many respondents as stipulated in the sample size. The focus group 
discussion allowed us capture first-hand information that helped to explain certain phenomenon resulting from quantitative 
data analysis. 

To ensure validity of the data collection instruments, the questionnaire was pre-tested using 30 respondents from the 
University of Nairobi, for meaning and semantics, against the definition of the constructs by literature review and consulted 
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experts. Further, the Cronbach’s Alpha coefficient was computed to test consistency between multiple measurements of 
each construct (Table 1). 

The study targeted four universities; two private (Strathmore University and Catholic University of East Afric) and two 
public universities (University of Nairobi and The Technical University of Kenya), all located in Nairobi Kenya. 

 

Table 1: Cronbach Alpha reliability test results summary 

Construct Value (Alpha) 

Performance Expectancy 0.78 

Effort Expectancy 0.76 

Social Influence 0.77 

Facilitating Conditions  0.73 

Behavioral Intention 0.79 

Alpha value of > 0.7 is considered acceptable level of reliability (Santos, 1999). 

Construct Measures 

In order to directly measure the respondents’ opinion on the various aspects of their interaction with cloud services, each 
construct was measured using several statements. 

Performance Expectancy (PE) 

PE1: I find cloud computing service(s) useful in my tasks 

PE2: Using cloud computing service(s) enable me to accomplish tasks more quickly 

PE3: Using cloud computing service(s) increases my productivity 

PE4: Using cloud computing service(s) is convenient to me. 

Effort Expectancy (EE) 

EE1: My interaction with cloud computing service(s) is clear and understandable 

EE2: It is easy for me to become skillful at using cloud computing service(s) 

EE3: I find cloud computing service(s) easy to use 

EE4: Learning to operate cloud computing service(s) is easy for me         

Social Influence (SI) 

SI1: People who influence my behavior think that I should use cloud computing service(s) 

SI2: People who are important to me think that I should use cloud computing service(s) 

SI3: My lectures have encouraged me to use of cloud computing service(s) 

SI4: My peers have encouraged me to use of cloud computing service(s) 

Facilitating Condition (FC) 

FC1: I have the resources (financial and/or equipment) necessary to use cloud computing service(s) 

FC2: I have the knowledge necessary to use cloud computing service(s) 

FC3: Cloud computing service(s) is compatible with the university systems I use 

FC4: There are people available for assistance with cloud computing service(s) difficulties 

Behavioral Intention (BI) 

BI1: I intend to continue using cloud computing services 

BI2: I predict I would continue to use cloud computing services 

BI3: I will always use cloud computing services 
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Figure 3: Conceptual model – Causal relationships: 

Hypothesis Formulation  

To test the proposed model, the following hypotheses were proposed:  

H1: Performance expectancy is positively associated with the behavioral intention and this effect will be moderated by 
gender and age, such that the effect will be stronger for men and in particularly for younger men. 

H2: Effort Expectancy is negatively associated with behavioral intention and this effect will be moderated by gender, 
age, and experience, such that the effect will be stronger for females, particularly younger females, and particularly at 

early stages of experience. 

H3: Social Influence is positively associated with behavioral intention and this effect will be moderated by gender, age and 
experience, such that the effect will be stronger for women, particularly older women in the early stages of initial usage. 

H4: Facilitating conditions will not have any significant influence on behavioral intention 

H5: Behavioral Intention will have a significant influence on use behavioral  

Age was categorized into young and old; where young was defined as Ages less than 36 year while old was defined as 

ages above 36 years. 

The data collected through the questionnaire was first entered into Microsoft Excel and then imported into SPSS for 
analysis. 

3. RESULTS 

The results of the analysis are shown below: 

Table 2: General characteristics - Age group versus gender 

Age Group and Gender Characteristics 

Age 
Groups 

Male Female Total Category 

Years No. (%) No. % No.  

(19 -24)  83 73.5% 30 26.5% 113 

Young 

(92.2%) 
(25-30)  28 50.9% 27 49.1% 55 

(31-36)  18 56.3% 14 43.7% 32 

(37-42)  5 38.5% 8 61.5% 13 
Old 

(7.8%)  43 & 
above 

2 50.0% 2 50.0% 4 

Total 136   81   217  
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Table 3: Age * Performance Expectancy (Cross tabulation) 

Age * Performance Expectancy (Cross tabulation) 

Age 
 

Disagree Neutral Agree Total Category 

19-24 

  

No. 4 4 106 114 

Young: 

96% of all the 

young agree 

 

(% ) 3.5% 3.5% 93.0% 100.0% 

25-30 

  

No. 0 1 55 56 

(% ) 0.0% 1.8% 98.2% 100.0% 

31-36 

  

No. 0 0 31 31 

(% ) 0.0% 0.0% 100.0% 100.0% 

37-42 

 

No. 0 0 13 13 Old: 

93.5% of all the 

old agree 

 

(% ) .0% .0% 100.0% 100.0% 

 43+ 

  

No. 1 0 2 3 

(% ) 33.3% .0% 66.7% 100.0% 

Total No. 5 5 207 217  

  (% ) 2.3% 2.3% 95.4% 100.0% 

Table 4: Gender* Effort Expectancy (Cross tabulation) 

Gender * Effort Expectancy Cross tabulation 

Gender No. /(%) Disagree Neutral Agree Total 

Male 

  

No. 3 12 122 137 

(% ) 2.2% 8.1% 89.7% 100% 

Female 

  

No. 44 5 32 81 

(% ) 54.4% 5.1% 40.5% 100% 

Total No. 46 17 154 217 

  (% ) 21.4% 7.0% 71.6% 100% 

  Table 5: Pearson Correlation results between the independent (PE, EE, SI, FC) and Dependent variable (BI) 

Summary of Correlation 

Variables Moderators 
Correlation 
Coefficient 

Sig. (2 
tailed) 

Interpretation 

PE & BI) 

None 0.315** 0.000 Significant 

Gender 0.319** 0.000 Significant 

Age 0.311** 0.000 Significant 

Duration of Use 0.318** 0.000 Significant 

Gender & Age 0.315** 0.000 Significant 

Gender, Age & 
Duration of use 

0.315** 0.000 Significant 

EE & BI  

None -0.044 0.525 Not Significant 

Gender -0.065 0.342 Not Significant 

Age -0.033 0.626 Not Significant 
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Duration of Use -0.054 0.428 Not Significant 

Gender & Age -0.054 0.437 Not Significant 

Gender, Age & 
Duration of use 

-0.056 0.416 Not Significant 

SI & BI  

None -0.007 0.92 Not Significant 

Gender -0.01 0.885 Not Significant 

Age -0.001 0.984 Not Significant 

Duration of Use -0.014 0.838 Not Significant 

Gender & Age -0.005 0.947 Not Significant 

Gender, Age & 
Duration of use 

-0.008 0.906 Not Significant 

FC & BI  

None 0.227** 0.001 Significant 

Gender 0.228** 0.001 Significant 

Age 0.223** 0.001 Significant 

Duration of Use 0.225** 0.001 Significant 

Gender & Age 0.302** 0.001 Significant 

Gender, Age & 
Duration of use 

0.224** 0.001 Significant 

Source: Research 

Table 6: Duration of Use with Age group characteristics 

Duration of Use and Age group characteristics 

 Duration  Category Male Count Female Count 

1 year 
Young (19 -36 years) 50 46 

Old (Above 36) 1 8 

2 to 3 years 
Young (19 -36 years) 45 21 

Old (Above 36) 4 1 

Over 3 years 
Young (19 -36 years) 34 5 

Old (Above 36) 2 0 

  Total 136 81 

Table 7: Gender * Social Influence (Cross tabulation) 

Gender * Social Influence Cross tabulation 

Gender No. /(%) Disagree Neutral Agree Total 

Male 
No. 43 42 52 137 

(%) 31.6% 30.1% 38.2% 100% 

Female 
No. 40 20 21 81 

(%) 50.6% 24.1% 25.3% 100% 

Total No. 83 62 72 217 

  (%) 38.6% 27.9% 33.5% 100% 
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Table 8: Age * Social influence (Cross tabulation) 

Age * Social Influence Cross tabulation 

Age No. /(%) Disagree Neutral Agree Total 

19 -24 

  

No. 43 29 41 113 

(%) 38.1% 25.7% 36.2% 100.0% 

25-30 

  

No. 22 12 22 56 

(%) 39.3% 21.4% 39.3% 100.0% 

31-36 

  

No. 10 13 7 30 

(%) 33.3% 43.3% 23.3% 100.0% 

37-42 

  

No 7 6 1 14 

 (%) 53.8% 38.5% 7.7% 100.0% 

 43+ 

  

No. 1 2 1 4 

 (%) 25% 50% 25% 100.0% 

Total No. 83 62 72 217 

  (%) 38.6% 27.9% 33.5% 100.0% 

Table 9: Response characteristics: Number of Users against behavioral Intention 

No. of users * Behavioral Intention 

Response  Disagree Neutral Agree Total 

No. of Respondents 3 5 209 217 

Percent 1.1% 2.4% 96.5% 100% 

Hypothesis Validation 

H1: Performance expectancy is positively associated with the behavioral intention and this effect will be moderated by 
gender and age, such that the effect will be stronger for men and in particular younger men. 

The partial correlation results of PE and BI indicate that PE positively associated with the behavioral intention and this 
effect is moderated by gender and age, such that the effect is stronger for men and in particularly for younger men”. From 
table 5, the correlation between Performance Expectancy and Behavioral Intention is +0.315**, an indicator that 
Performance Expectancy is positively associated with Behavioral Intention. The significance (2-tailed) is 0.000, less than 
0.05 which implies that this correlation is significant. When control variables are introduced, the correlation between PE 
and BI remains positive and significant; at 0.319 when gender is the control variable, at 0.311 when age is the control 
variable and at 0.318 when duration of usage is the control variable. When gender and age are used as control variables, 
the correlation still remains positive and significant with a Pearson correlation coefficient of 0.315. From table 2, out of the 
217 respondents, 200 (92.2%) are categorized as young (ages: 19–36 years), while the remaining 17 (7.8%) fall in the 
category old (ages above 36 years). Further, cross tabulation between age and PE in table 3, shows that young 
respondents (ages 19 -36), which translates to 96% compared to the old (ages above 36) at 93.5% agree with 
performance measure statements.  Given that the younger respondent are made up of more males (64.5%), compared to 
the female (35.5%*, then we conclude that the performance expectancy is stronger for males, particularly the younger 
male. Hypothesis 1 is supported 

H2: Effort Expectancy is negatively associated with behavioral intention and this effect will be moderated by gender, 
age, and experience, such that the effect will be stronger for females, particularly younger females, and particularly at 

early stages of experience. 

The partial correlation between of EE and BI shows that EE is negatively associated with BI and this effect will be 
moderated by gender, age, and experience, such that the effect will be stronger for females, particularly younger females, 
and particularly at early stages of experience”. The results in table 5 show that the correlation between Effort Expectancy 
and Behavioral Intention is -0.056479 (-ve) an indicator that Effort Expectancy is negatively associated with Behavioral 
Intention, but the association is weak. The results in table 4 show a cross tabulation between gender and EE. It is evident 
that more male (89.7%) agree with the EE measure statements compared to female (40.5%). As shown in table 6, the 
number of young women; those between 19 - 36 years with an experience of up to 1 year were 46, which is 56.8% of the 
total number of women sampled. Out of the 46, 33 (71.7%) disagree, while 13(28.3.2%) agree with the EE measure 
statements. There were 21 young female respondents with experience of between 2 – 3 years, and out of these 8 (38.1%) 
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disagree with the EE measure statements, while 13 (61.9%) agree. These results show that with growing experience, 
young female find that they need to use less effort. However, the correlation between EE and BI in this study was found to 
be weak and not significant; Significance (2-tailed) is more than 0.05 which implies that this correlation is not significant. 
Hypothesis 2 is not supported; 

H3: Social Influence is positively associated with behavioral intention and this effect will be moderated by gender, age 
and experience, such that the effect will be stronger for women, particularly older women in the early stages of initial 
usage. 

From the results in table 5.0, the correlation between Social Influence and Behavioral Intention is -0.007 (-ve) an indicator 
that Social Influence is negatively associated with Behavioral Intention. The result of cross tabulation between gender and 
social in table 7 showed that 50.6% of the 81 women respondents disagree with the social influence measure statements 
compared to31.6% the 136 males.  Most women generally feel that social influence plays an insignificant role in the 
acceptance and use of cloud computing services. Out of the 40 (50.6%) women who agree, 33 (82.5%) were young (ages; 
19 – 36) while the remaining 7 (17.5%) were old. In addition the correlation between Social Influence and Behavioral 
Intention is negative and weak. This results therefore nullify the hypothesis; social influence has a negative association 
with behavioral intention contrary to the stated hypothesis. The significance (2-tailed) is more than 0.05 which implies that 
this correlation is not significant. Hypothesis 3 is not supported. 

H4: Facilitating conditions will not have any significant influence on behavioral intention. 

The partial Correlation between facilitating conditions and behavioral Intention in table 5 is positive at 0.227** and the 
correlation is significant. When control variables are introduced, the partial correlation coefficient is 0.228, 0.223 and 
0.225, when gender, age and duration of use respectively. Furthermore, table 5 shows that when the three moderators are 
together introduced as control variables, the correlation is still significant with a Pearson correlation coefficient of 0.224. 
This provides contrasting result compared to the findings of Venkatesh et al (2003) which stated that facilitating conditions 
construct does not have any significant effect on behavioral intention. Hypothesis 4 is not supported: 

H5: Behavioral Intention will have a significant influence on use behavior 

The results of the study show that the independent variables PE and FC have significant influence on BI. All respondents 
who agree with the measure statements for behavioral intention are using the cloud computing services, then we argue 
that the high percentage (96.5%) of agree in table 9 explains the fact that the respondents are currently using the services 
and intend to do so in future. Hypothesis 5 is supported; 

Based on the partial correlation between independent (PE & EE) and dependent (BI) in results of table 5, an improved 
model was realized that incorporates the two independent variables that have significant influence on Behavioral Intention 
and Use Behavior in the voluntary adoption and use of cloud computing services in the universities in Kenya. 

Table 10: Summary of the findings: 

Code 
Dependent 
Variable 

Independent 
Variable 

Moderators Explanation 

H1 BI PE Gender & Age 

PE positively associated with BI and 
the effect is stronger for men; 
particularly the young. The correlation 
is significant. 

H2 BI EE 
Gender, Age & Duration 

of use 

EE is negatively associated with BI 
and the effect is stronger for young 
females in their initial stages of 
adoption. The correlation is not 
significant. 

H3 BI SI 
Gender, Age & Duration 

of use 

SI is negatively associated with BI and 
the effect is stronger for older women. 
The correlation is not significant. 

H4 BI FC 
Gender, Age & Duration 

of use 

FC has a significant effect BI. This 
effect is moderated by Gender, Age 
and Duration of usage. 

H5 
Use 

Behavior 
BI None 

The BI has a significant influence on 
the behavioral intention 

4. DISCUSSION 

Several previous studies have shown variation in factors that influence behavioral intention and use behavior towards 
acceptance and use of new technology. 
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He and Lu (2007) in their research on factors that influence consumer’ behavioral intention to accept and use mobile 
advertising established that performance expectancy and social influence were the main determinants of behavioral 
intention towards consumer’s acceptances of mobile advertising, while facilitating condition and behavioral intention 

directly influenced use behavior. Using UTAUT, AlAwadhi and Morris (2008) investigated the adoption of e-government 
services in Kuwait and their findings showed that performance expectancy, effort expectancy and peer influence were the 
determinants of behavioral intention to adopt and use e-government services while facilitating conditions and behavioral 
intention directly influenced the use behavior. In an attempt to establish the role played by motivation in e-learning 
technology adoption, Maldonado, Khan, Moon and Rho (2009) found that facilitating conditions did not play a significant 
role in predicting the use behavior.  

Also, Tibenderana and Ogao (2008) found that performance expectancy and social influence were non-significant factors 
in predicting behavioral intention to accept and use electronic Library services in Ugandan Universities. Further, Adell, E. 
(2009), while studying driver experience and acceptance of driver support systems established that performance 
expectancy and social influence had a significant effect on behavioral intention, while facilitating conditions directly 
influenced the use behavior. Adell, E. (2009) further established that effort expectancy did not have an effect on behavioral 
intention, unlike in most cases of information technology adoptions. 

While examining the behavioral intention towards the adoption and use of Medical Teleconferencing Application, Biemans, 
Swaak, Hettinga & Schuurman (2005) found that performance expectancy and effort expectancy were the main 
determinants of behavioral intention while social influence did not play a significant role in determining behavioral intention 
towards acceptance ad use of the medical teleconferencing application.  

Pardamean and Susanto (2011), while assessing user acceptance of blog technology using, the UTAUT Model 
established that both social influence and performance expectancy had a significant relationship with behavioral intention, 
whereas effort expectancy did not. The study further showed that behavioral intention did not have a significant 
relationship with actual usage level of blogs as a learning tool. Yahya et al (2011) using UTAUT model researched on 
measuring user acceptance of E-Syariah portal in syariah courts in Malaysia and found that performance expectancy, 
effort expectancy and social influence appeared to be significant and direct determinants of user acceptance and usage 
behavior. Jong, D and Wang, T (2009) studied the student acceptance of web-based learning system and the research 
results showed that performance expectancy, facilitating conditions and social influence have significant influence on 
behavior intention and additionally, behavior intention and social influence have direct impact on system usage. Rahman 
et al., (2011) found that the Intention to Use Digital Library among Malaysian Postgraduate students was mainly 
determined by Performance Expectancy and Effort Expectancy in addition to information quality and service quality. 

Our results of the cross sectional survey and focus group discussion in this study indicated that in the Kenya University 
setting, Performance Expectancy and Facilitating conditions are the two main determinants of Behavioral Intention to 
accept cloud computing technology, while behavioral intention influenced use behavior.  

There was a strong correlation between PE and BI, which is an indicator that Performance expectancy significantly 
influences the behavioral intention to adopt cloud services. The Focus Group Discussion further established that the 
students were eager to learn and know how to use cloud services, but they paid attention to those that significantly 
contributed towards making their work easier or those that helped them accomplish their task much faster and this 
confirms that the PE construct is a primary determinant of adoption of cloud computing services in Kenyan Universities. As 
one participant summed it up “it would not hurt to learn all that there is to learn about available cloud services and how to 
use them, but I tend to pay close attention to those cloud services that appear to help me in my daily tasks” 

The influence of Effort Expectancy on Behavioral Intention was insignificant. We used focus group discussion (n=12) to 
establish why respondents did not find the Effort Expectancy as an important factor in the acceptance and use of cloud 
computing. Through the FGD we established that the whenever the respondents found that a cloud service was useful to 
them, they did not consider the effort required to learn and gain skills on how to use it as a hindrance to the adoption and 
use of cloud services. They were sufficiently motivated to learn and use cloud services. Further, some of the respondents 
in the FGD learnt how to use additional cloud services voluntarily, over a long period of time, out of fun and not out of an 
urgent pressing need to use the cloud service for an important task. There was therefore individual willingness to learn 
how to use the service. Another contributing factor as one of the participant put it; “Given that most cloud services 
providers include a help guide on their website, in addition to availability of numerous sites on the internet with clear and 
straight forward “how to do procedures”, I did not have to exert much effort to learn how to use the services”. Therefore, 
whereas the association between EE and BI confirms Venkatesh et al., (2003) findings, in that EE anBI they are inversely 
related, the association between the two was not significant and hence the conclusion that it does not influence behavioral 
intention in cloud computing services adoption in the institutions of higher learning in Kenya. 

Social influence was also found to have no significant influence of behavioral intention. The FGD established that the ego 
factor; unwillingness of individuals to accept that they were influenced by other individuals towards acceptance and use of 
cloud services played a significant role. The results also show that Behavioral Intention directly influences the use 
behavior of cloud computing services.  

A strong correlation was found to exist between the Facilitating condition (FC) and Behavioral Intention, contrary to earlier 
findings by Venkatesh et al. (2003) which stated that FC directly influences the use behavior. FGD established that the 
universities information technology infrastructure were compatible with the cloud services and therefore allowed students 
to access cloud services. In addition, most students own portable wireless modems and portable computing devices that 
allowed them to access the cloud services when access through the university network was not possible. 
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Figure 4: Conceptual Model with Casual relationships and Correlation coefficient values, 

Source: Research 

From the summary of the partial correlation results in Table 10, the resultant post adoption evaluation model is shown in 
figure 5. 

 

Figure 5: Resulting Model, Source: Research 

5. CONCLUSION 

The finding of this study show that in the Kenyan University setting, social influence and effort expectancy are negatively 
associated with behavioral intention but this association is not significant and therefore they do not have any significant 
influence on behavioral intention to accept and use cloud computing services among the Kenyan university students. The 
performance expectancy and facilitating conditions on the other hand are both positively associated with behavioral 
intention towards acceptance and use of cloud computing services and that the two are main determinants of behavioral 
intention to accept and use cloud computing services in the Universities in Kenya. The correlation between performance 
expectancy and the behavioral intention is moderated by gender and age. The study established that; there is minimal 
assistance available to the students towards use of cloud computing services in the Universities in Kenya, the female 
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students and especially younger ones feel that more effort is required to learn and acquire skills necessary for use of cloud 
computing services compared to the male students and, with growing experience, the students find it easier to learn and 
become skillful at using cloud computing services. Finally, students tend to adopt and use cloud services that significantly 
contribute to accomplishment of their tasks faster and in a much more effective way. 

6. RECOMMENDATIONS FOR FURTHER WORK 

There were two major limitations to this study that have implication for further research work. The improved model was 
derived from analysis of data obtained from the respondents who were already using cloud services. We did not introduce 
cloud computing services to the respondent in order to learn the adopter’s behavior before, during and after adoption of 
the cloud computing services. It would be important for future research work to observe the adoption process and behavior 
change of the respondents before, during and after adoption. This would allow for the validation of the improved model 
presented in this study. 

Random sampling may not have allowed us to collect fair samples as relates to factors such as age, gender and duration 
of use, which are factors that may have moderating effects on the relationships between the independent and dependent 
variables of the model. It is therefore recommended that future research should adopt or use purposeful sampling in order 
to gain proper representation of respondents in terms of age, gender and duration of use. 
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