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ABSTRACT 

With the rapid development of research work in projects, research project selection is a necessary task for the research 
funding agencies. It is common to group the large number of research proposals, received by the research funding 
agencies. Based on their similarities in Research Discipline areas. The grouped Proposals are then assign to the 
appropriate Research experts for peer-review. In current methods, which are manual based, proposals assigned to 
experts may not have adequate knowledge about all discipline areas. In this paper, Ontology-based Text Mining Method is 
presented to classify Research Project Proposals, as well as External Research Reviewers and then group them based on 
their research discipline areas and assign the particular research proposal group to the appropriate reviewer group. This 
approach provides an efficient and effective way for the selection of research project proposals with the increasing number 
of research proposals and reviewers.  
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1 INTRODUCTION 

For any research funding agencies, such as either government or private agencies, the selection of research project 
proposals is an important and challenging task, when large numbers of research proposals are collected by the 
organization. The Research Project Proposals Selection Process starts with the call for proposals (CFPs), then 
submission of the research proposals by many institutes and organizations. Now, group the proposals based on their 
similarity and assigned them to the experts for peer-review. The review results are examined and proposals are ranked 
based on their aggregation of experts result. [1] Fig1 represent the steps of the Research Project Selection Process, these 
processes are very similar in all research funding agencies.[2] For very large number of proposals received by the 
agencies need to be group the proposals for peer review. 

The department for selection process can assign the grouped proposals to the external reviewers for evaluation and rank 
them based on their aggregation. However, they may not have adequate knowledge in all research discipline areas and 
the contents of many proposals were not fully understood when the proposals were grouped. In current Methods, 
keywords are not representing the complete information about the content of the proposals and they are just the partial 
representation of the proposals. Hence, it’s not sufficient to group the proposals on the basis of keywords. In Manual 
based grouping, sometimes the department responsible for grouping may not have adequate knowledge regarding all the 
issues and areas of the research proposals. Therefore, an efficient and effective method is required to group the proposals 
efficiently based on their discipline areas by analyzing full text information of the proposals. An ontology-based text-mining 
approach is used for this purpose. 
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Fig1 Research Project Proposals Selection Process 

This paper is organized as following. Section2 describes some related work.Section3 represents the basic idea of the 
proposed method. Section4 will discuss the proposed Architecture. And Section 5 shows the Experimental Results and 
Section6 concludes the paper.  

2 RELATED WORK 

Many methods have been developed for the selection of research project proposals. Few of them proposed a fuzzy-logic 
basic model as a decision tool for project selection [1].Hendrickson and traynor presented a scoring tool for project 
evaluation and selection and decision-support approach for the project portfolio selection. Cook et al. [4] presented a 
method of optimal allocation of proposals to reviewers in order to facilitate the selection process. Methods have been 
developed to group proposals for peer review tasks. For this proposes a Text-mining approach to group proposals, identify 
reviewers and assign reviewers to proposals. Current methods group proposals according to keywords. Unfortunately, 
proposals with similar research discipline areas might be placed in wrong groups. Due to some of the following reasons: 
First, keywords not provide complete information regarding the full text of the proposals. Second, by manually grouping 
proposals, they may not have adequate knowledge about different discipline areas and particular proposal is assigned into 
the right group. But, if the number of proposals is large, it is difficult to group proposals manually.[2]  Several Text-mining 
methods have been designed to group proposals based on understanding the English text, not the Non-English texts, i.e. 
Chinese.  There was another limitation of Text Mining approach, when number of proposals and reviewers were 
increases, it becomes a real challenge to efficiently group the proposals in Chinese.[3] 

3 BASIC IDEA 

This paper using the concept of ontology with Text Mining techniques such as Classification and Clustering algorithms. 
The proposed approach builds the research ontology and then applies Decision Tree Algorithm to classify the data into the 
disciplines using research ontology and then the resultant of classification is used to make clusters of similar data. K-
means Clustering technique is used for this purpose.  

3.1 Ontology 

Ontology has become prominent in the research work from recent years, in the field of computer science. 

Ontology is a knowledge Repository which defines the terms and concepts and also represents the relationship between 
the various concepts. It is a tree like structure which defines the concepts.[5]  

3.2 Classification  

In Classification, the input text data can be classified into number of classes based on that data. Various Text-Mining 
techniques are used for classification of text data such as Support Vector Machine, Bayesian, Decision Tree, Neural 
Network, Latent Semantic Analysis, Genetic Algorithm, etc. In this paper, Decision Tree is used for the Classification of 
Research Proposals as well as to classify Research Reviewers. 

3.2.1 C4.5 Decision Tree Algorithm 

C4.5 is considered for determining the best Decision tree using both categorical and numeric feature values. It is the 
extension of earlier ID3 algorithm. It works at two stages –first stage generates a decision tree based on training dataset 
and Second stage has pruned the decision tree based on validating samples.[6][7] [12]  

3.3 Clustering 

Clustering is a technique used to make group of the documents having similar features. Documents within a cluster have 
similar objects and dissimilar objects as compared to any other cluster. Clustering algorithms creates a vector of topics for 
each document and measures the weights of how well the document fits into each cluster. This technology can be useful 
in the organization of management information systems, which may contain thousands of documents. Several Text Mining 
Algorithms used for clustering are K-Means, Self-Organizing Maps (SOM), EM, etc. But simple K-means Text mining 
clustering Technique is used for this research work.[9]  

3.3.1 K-means Algorithm 

 K-means is a best method to quickly sort the data into clusters, only the need is to define the number of clusters required. 
K denotes the number of clusters in which the data is divided.[10]The algorithm works as: 

1. Randomly select K-points as the initial cluster centroids. 
2. Assign each object in the dataset to the closest cluster by compute their Euclidean distance of the object from the 

center. 
3. When all objects have been assigned recalculate the position of the K centroids. 
4. Repeat step 2 & 3 until the centroid no longer move. Now. At this points clusters are separated into groups 

successfully.[13] 
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4 PROPOSED ARCHITECTURE 

The basic idea for this proposed architecture is to make easier the Research Proposals Selection Process. For this 
purpose, the combination of C4.5 Decision Tree and k-means Clustering techniques is used to assign the particular 
proposals to particular reviewers based on their domain. The Ontology-based Text Mining approach is used for the 
selection of research project proposals for either government or private research funding agencies. The specific Approach 
is as follows:  

4.1 For the research proposals 

From the dataset of the research proposals scientific research ontology is designed. With the help of this research 
ontology, the research proposals are classified into discipline areas using C4.5 Decision tree Algorithm of text-mining.[6][7] 
Now, in each discipline area, the research proposals are clustered based on their similarities using K-means clustering 
algorithm.  

4.2 For the external research reviewers 

From the dataset of the reviewers the ontology is designed on the basis of all the domain areas of the reviewers. Then, 
with the help of ontology, the reviewers are classified into discipline areas as expert areas based on their interest of 
knowledge. Using text mining clustering algorithms, grouping the research reviewers based on their similarities in each 

discipline area or domain.  

4.3 Proposals Assign to Reviewers 

The Final step of this approach is to assign the Research Proposals to the External Research Reviewers. The Proposals 
of the particular Discipline area is assign to the Reviewers having the same research area or domain. For example, all the 
Research proposals related to the computer Networks is assigned to the Reviewers having the Networks as a research 
domain. So, they can examine the proposals efficiently for the peer-review.  
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Fig2 Ontology based Text Mining Approach                                    
 

5 EXPERIMENTAL RESULTS 

Firstly, using the dataset files of the Research Proposals and the reviewers having 500 records, the ontology is generated. 
After constructing ontology the, the Weka tool is used for Classification of Proposals and Reviewers using C4.5 Decision 
Tree Algorithms. For Weka C4.5 is known as J48. [8] Weka tool can classify the Research Proposals into classes based 
on their discipline areas. 
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Fig3 Reviewers Ontology 

 

Fig4 Classification result of Proposals 

Similarly, External Research Reviewers can be classified into the domain to which they belong. 

 

Fig5 Classification of Reviewers 

After Classifying the proposals into classes of different discipline areas. Apply K-means Clustering Techniques to the 
resultant data. The Research Proposals belong to same discipline area can be in single cluster and having different areas 
belongs to other clusters. Each Cluster belongs to a particular area and it contains all the research proposals related to 
that particular areas. Fig6 represents 8 clusters of research proposals in which Cluster0 contains 18%,cluster1 contain 
5%, cluster2 and cluster3  contains 7 % ,cluster4 contains 13% ,cluster5 contains 25%,Cluster6 contains 9 % and cluster7 
contains 17%. 

 

Fig6 Clusters of Research Proposals 

By using the Classification result of the Research reviewers, the clusters of the particular domain of the external reviewers 
are created. For example, all the research Reviewers having Network Security As a research area they all are cum under 
the cluster termed as Network Security. 

 

Fig7 clustering result of Reviewers 
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6 CONCLUSIONS AND FUTURE WORK 

In this paper, Ontology based classification and clustering approach is proposed, which will be used by research funding 
Agencies for grouping the Research Proposals and the research Reviewers. This approach is very user friendly and time 
consuming. In this proposed approach, the combination of Data Mining techniques – Classification using Decision tree and 
Clustering using K-means is used with the help of Ontology. This Proposed approach can provide us a way to easily 
classify and group the research proposals and the reviewers. The proposed work gives 100% accurate result for 
classification i.e. efficiently classifies the research areas. 

In future work, a focus is required to find a systematic way which represents the research proposals are assigned to the 
appropriate research Reviewer. And also required some more work done in this assignment of the proposals such as the 
proposals are assigned on the basis of their experience.  
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