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Abstract

This paper deals with a multi-objective linear programming problem with an inexact rough interval fuzzy coefficients
IRFMOLP. This problem is considered by incorporating an inexact rough interval fuzzy number in both the objective
function and constrains. The concept of "Rough interval" is introduced in the modeling framework to represent dual-
uncertain parameters. A suggested solution procedure is given to obtain rough interval solution for IRFLP(w) problem.
Finally,two numerical example is given to clarify the obtained results in this paper.
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1 Introduction

The theory of rough sets proposed by Pawlak (1982) [16], can be regarded as an effective mathematical vehicle
for dealing with imprecise and ambiguous data analyses, which can be subsequently applied to pattern recognition,
machine learning, and knowledge discovery [[1]-[7]]. The equivalence relation is a key notion in Pawlak’s rough set model.
All equivalence classes form a partition of a universe of discourse. Using equivalence classes, an arbitrary subset can be
approximated by two subsets called the lower approximation and the upper approximation. However, the equivalence
relation is a stringent condition that may limit the applications of rough sets in practical problems. Hence, various
extensions of Pawlak’s rough set were developed from an equivalence relation into a more general mathematical concept,
e.g., binary relations by Slowinski (2000) [18]. The theory of rough set deals with approximation of an arbitrary subset of
universe by two definable or observable subsets called lower and upper approximation. Dubois and Prade (1990) [5]
pointedly that the rough fuzzy set is a special case of the fuzzy rough set. The notion of interval-valued fuzzy set was
suggested for the first time by Turksan (1986) [19] and Gorse (1986) [9]. They are applied to the fields of the approximate
inference gave Miyamoto (2004)[14] fuzzy sets and « -level sets .Shaocheng (1994)[17] introduced two kinds of linear
programming with fuzzy numbers. They are called interval number and fuzzy number linear programming. Guijun and
Xiapong (1998)[10] define interval-valued fuzzy number and interval distribution numbers and gave their extended
operations. Zhong et al. (1994)[23] study fuzzy random linear programming having fuzzy random variable coefficients and
the decision vector of fuzzy random variable. It is generally accepted that these two theories are related, but a listing and
complementary, to each other ( Miyamoto (2004) [14], XU (2012) [20] and Yao (1996) [21]). establishes a rough multiple
objective programming model for a solid transportation problem. Gong et al., (2008) [8]and Li et al., (2007) [12], introduce
an interval-valued fuzzy information system by means of iterating the classical Pawlak’s rough set theory with the interval-
valued fuzzy set theory and oles cusses the basic rough set theory for the interval-valued fuzzy information system. There
are at least two approaches for the development of the fuzzy rough sets theory: The constructive and axiomatic
approaches (Yao (1998) [22]). In the constructive approach, the relation to the universe is the primitive notion. The lower
and upper approximation operator are contracted by means of this notion. On the other hand, the axiomatic approach
takes the lower and upper approximation operator as primitive notion. In this approaches, a set of axioms is used to
characterize approximation operators. Zhang (2012) [24] presents a general framework for the study of interval type-2
rough fuzzy sets by using both constructive and axiomatic approaches. In this paper, multi-objective linear programming
problem with an inexact rough interval fuzzy coefficients IRFMOL is introduced.The problem is transformed into the
corresponding IRFLP problem using the weighting method, A solution procedure is given to obtain the rough interval
solution for the IRFLP(w) problem.

The paper is organized as in the following sections: In section 2, some preliminaries are introduced. In section 3,
problem formulation is introduced as specific definition and properties. In section 4, a solution procedure is given to obtain
a rough interval solution for the IRFMOLP problem in section 3. In section 5, numerical example is given to clarify the
obtained results. Finally, some concluding remarks are reported in section 6.

2 Preliminaries

In this section, we introduce some notions related to the IRFMOLP problem. The following concepts can be
found in [11], [15] and [24]. Number of ¢ -cuts, leading to a series of dual intervals being generated. Among these

intervals, the internal has two limits (i.e. a,"(cr) and a;"(cx)) reflect the conservative feature of fuzzy information,
while the external ones (i.e. ay," (cr) and &;:" (c) ) correspond to the optimistic characteristics. Let Fy (R) denote

the set of all compact rough fuzzy numbers on real line (R), that is, apre FNR(R). ltis @ lower bounded membership

grades consist of a membership function located inside the other one formed by the upper bounded grades a’ , ar

Satisfies:

1. aR is normal
(ie Ixedt ={x:8" >, 8" >a,a" =@, 2 €(0,1]}) such that a®(x) =1.

2. Forany a€(0,1],a° = [[a(a)fu ala™)]: [a(a)fL,a(a)“]] is a rough interval number on R
suchthat [a,",a’ 1< [a”,a " ].
Definition 1 Suppose that

af =[[aY (a).a" (@)]:[a " (@).a™ ()]}

b = [[b™ (e),b™ (@)]:[b™ (e).b™ ()]

we define
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ak+b7 = [[a’U (@)+bY (), a™ (@) +b™ (2)]:[a " () +b (), a™ () +b*" (a)]l

=

a®—b? =[a™ (@) -b™ (a),a™ (@) -b™ (@)]:[a" (@) ~b" (). a™ (&) ~b ™ ()]}

N

a? xbf = [[a™¥ (@) xb™¥ (@),a™ (@) xb™ (@)]:[a " (a) xb " (a),a™ (@) xb™ ()]}

w

4. The order relation "'<" is defined by

ak <b? iff a*(a)<b™(a) and a ¥ (a)<b™ ().

5. Let {[[a ¥ (e),a" (&)]:[a (&), a" ()]} €1} | isthe index set and

Niel <'3‘-(05ie|)7U > —00, then
A [ (@), 2™ (@)]:[a (o). 2" (a)]) =
[/\iel a ()i @ (@)]: [ a () a+L(ai)]l

6. let {[[a ¥ (&1),a" (@)]:[a " (&)@ ()]} i€ 1} 1 isthe index set and

Vi, &y )™ < +oo, then

Via [27° (@), @ (@)]:[a (). a™ ()] =

[viel a (o) vig a” (@) lviq a (@) vig a+L(ai)]]
Definition 2 Let F (R) denote the set of all compact fuzzy numbers, that is, for any @ € F (R), satisfies:
1. a isnormal (i.e Ixea, ={x:a(x)=>a, « €(0,1]}) such that a(x) =1,
2. Forany 2 €(0,1],a, = [aL(a),aU (a)] is closed interval numberon R, a; <a_.
Suppose that, a,, = [a* (), " (@)} b, = [[b* (), b" ()], we define

1 a, +b, =[a"(@),a" ()] +[b" (a),b" ()] =[a" (@) +b"(@),a" (@) +b" ()], @
2. a,-b, =[a"(a),a” (@)]-[b"(a).b” (@)1 =[a" (&) -b" (@), " (&) —b" ()], @
3. a,b, =[a"(a),a” (@)]-[0"(@),b” ()] =[a"(a)b" (o) A&’ (@)b" (@) Aa" ()b (a)

ra’ (@b (a),a" (a)b"(a) va-(a)b” (o) va’ (a)b"(a)va (x)b” ()], (3)
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4. The order relation "<" is defined by
[a“(a),a" ()] <[b"(a),b" (2)]iff a"(a) <b“(a),a" (&) <b" (),

5. Let {[a" (), a" ()], i € I} <R, | istheindexsetand A,_, a(ey )" >—o0, then

iel

Na [a"(e;),@” ()] = [, aL(Oti),Ao,i a” (e, @)

6. Let {[a"(;),a" (&,)],i € I} R, listhe index setand v,_, a(ex,_, )" <o, then

iel

Va [a* (). " ()] = [V aL(Oti),vo,i a’ ()] (5)

LemmalLet a,b € F(R) ,thenforany « e (0,1], we have
(a*b), =a, *b, (6)
* is any operation defined in (1)-(6).

3 Problem formulation

Consider the rough fuzzy multiobjective linear programming problem (IRFMOLP), as in the following form:

* Model 1
IRFMOLP  min (7%(D% X®)=D"X") "
xReniR
Subject to:
MR (A B) ={X?: AR X® <BR, Xx* >0}
where DR :[JHR]M, AR :[5J-F:]mxn, BR = (ElR,EZR,...,EmR), X Rk, <2, x . and

DR; AR; Bf are compact rough fuzzy numbers. The above problem can be reformulated by use the weighting
method as in the following form:

* Model 2
IRFLP(W)  min_(TR(C®, X®)=CF X?) @®)
zRe MR
Subject to:
MR ={x®: AR XR <B?, x" >0}
where [CIF = W1, [DI%.,. weQ={w >0,i=12..k Y w =1},
D" =[d{']e, A" =[]y, BT =(Bbbl), X7 =X x), and CF; AT BT

are compact rough fuzzy numbers.

*R ~* ~>k
Definition 3 The rough fuzzy vector X" (A R, B R) which satisfies the conditions in model (2), is said to be a
rough fuzzy optimal solution of mode (2) IRFLP(w) if

fRCR,XF) < FR(CR,XR)

— ~o g = .R
for each X ° € MR (AR, BR), furthermore if X* is a rough fuzzy vector. then it is said to be a rough fuzzy optimal

solution of model 2: for any & € (0,1] the o —level cuts of Ci*R, aR b;R, xR

ji 1 , arerough intervals, furthermore, if
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«R o . . .
X" is arough fuzzy vector, then it is said to be a rough fuzzy optimal solution of model 2: for any & € (O,l] the a—

level cuts of Ci*R, art b;R, xR are rough intervals denote them by:

ji 0 o

€©"), =[[cV (@).c™ (@)]:[c ™ (@), C ™ (@)1}
@), = [[a; (@), (@)]:[a  (@).a; ()]}
), =07 (@),b; (@)]: [0, (@), ()]}

"), =6 @), 6 @] (@), X (@)]]
i=12,...,n j=12..m

Definition 4 (Rough fuzzy efficient solution) The rough fuzzy vector X (A", B*®) which satisfies the
condition in model 1 IRFMOLP, is called a rough fuzzy efficient solution of mode 1 IRFMOLP if and only if there does not

exist another XR(Z\*R, é*R) e MR such that
R(CF X< (CFXT)
forall i and f,(X¥)# f,(X™) foratleastone i =1,2,...,k

Remark 1 For any W e Q, any rough fuzzy optimal solution of modle 2 is an rough fuzzy efficient solution of
problem modle 1

Also, for any o € (O,l] we transfer model 2 to two boundary models, an upper approximation fuzzy interval

programming problem PUU and lower approximation fuzzy interval programming problem PLL as follows:

|5UU d m!rl]’ (FU :éu )ZU) 9)
xeM
Subject to:
MY (AY,BY)={x:A” X <BY, x>0}
DL . . [fL_A~LylL
P )Z]’\%nl_(f =C X ) (10)
Subject to:

MS(A",BY) ={x: A" X <B", x>0}
4 Solution procedure
(a) Convert model (2) to two boundary corresponding to submodels pY , PLL , respectively, if the objective is to be
minimized, then PUU is desired.

(b) Convert each boundary model to two corresponding to submodels the upper and lower approximation intervals,
respectively.

(c) Solve the first desired upper bounded submodel and obtain solution of x™ and PJU .

(d) Add constraint X" < X™ to the second upper bounded submodel, solve it and obtain solution of X*" and P""

(e) Add constraint X" < X' to the first first lower bounded submodel, solve it and obtain solution of X" and PL_L
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(f) Add constraint X < x7" to the first second lower bounded submodel, solve it and obtain solution of X and
PfU
y -
(9) Incorporate the solution of all submodel to the obtain optimal solution as following :

xR = [[x’U U1k, xt ] fr= [[fafu, o1 0f, " f;L]]

a 'Ta a 'Ta

After deduce the following programming problems for a upper approximation interval and lower approximation

interval
* Model 3:
(a)
-U . . g
Py : min C,~ X,
XaeM;
(b)
P:LLZ min C;an
XaeM;L
* Model 4:
(@
u . . U
P min C,~ X,
XaeM;U
(0)
L. F L
P min C,°X,
XaeM;L
* Model 5:
(@)
R’ : min C."X,
XaEM;U
(b)
Rrv; min C."X,
XaeM;L
* Model 6:
(@
PLUZ min C;UXa
XaEM;
(b)
PfLL: min C;an
XaeM;
* Model7:

(@ P and P}

min C;U X, and min C;U X,
XOCE,\/lé—U,+U) XaEMé—U,JrU)

(b) P" and P*
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. L . L
min C;"X_, and min C_,~ X,
XaeMé_L’JrL) XaeM((X_L'JrL)
* Model 8:
(a
PiLU : min C;U X,
N EM(—U,+U)
a a
(b)
P min  C."X,
>(OEE,\II((X—LA—L)

It is clear that for any o € (O,l] Models (3-8) are linear programming problem with rough interval numbers

solved them by simplex method .
Lemma 2 Suppose that (A)" >0 (ie aj‘iL >0and aJTiL >0 )forany o €(0,1] if X € M , then

-L -L +L +L . . ‘AU S _naU U —u +U U
X,-€M_ " and X,- € M~ . Similarly, when A~ >0 and X e M~ then X,” e M~ and X" e M~ .

Lemma 3 Suppose that (;&)L <0 (e aj‘iL <0and aJ.*iL <0 )forany @ €(0,1] if X" €M?", then

-L +L +L N AU U _ppU -u +U +U -u
X, €M " and X_- €M _~ . Similarly, when A~ <0 and X~ € M~ then X, e M~ and X~ €M~ .

Lemma 4 Suppose that A" <0 and A" >0 (ie a;L <0and aJ.*iL >0 )forany ain(0,1] if
X eMt) , then X;L IS MéfL’*L) . Similarly, when A <0 and A™ <0: X e M (YA , then
X;U c Mo(l—U,JrU)
5 Basic results

In the following we shall prove some theorems which point out that a rough fuzzy optimal solution of models PUU

and F’,_L may by resolved into a class of optimal solution of modules (model 3-8)

Theorem 1 Suppose that A >0and CY >0 X is upper approximation (rough) fuzzy optimal solution of

models PUU , then for any & € (0,1] , we have

1.
77;U = min C;U Xg, 77;'U = min C;U X;J
S em U Jem-U
2.
7= ih;‘U cY X", ne =, .m.7) 11)
X,

3. (X)), (") are upper approximation (rough) optimal solution of models ( 5) (problems PP
and (6)(problems P}, P*") | respectively.
Proof Suppose that XY is upper approximation fuzzy solution of model pY) , that is,
XV eMY and (CY)" X =Min(CY)" xV (12)

since A" >0, by lemma(1), we have (x*);” eM Y, (x)Y eM Y,
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MV ={x':XeM}and M ={xV:XeM}

from egs (1) (3), (6) and since E*U >0, then the the first side of eqn12
L), 00 (€0 1= D (), 002 206 ). )06 ]
=1 j=1
=D 1)L ()5 (e, () ]
j=1
=2 1€, (€))L () ]
j=1
=Y ).
j=1

= [C~3 e 1, (13)

From egs (1),(3),(4),(5) and (6), then the second side of eqn(12)
( min (C°)" ?Uj = min (€Y)" &),
Y emY P igeMU

= min i(aba(‘x‘,-)zj

= in, | 20, E) ). ()2 ]J

= in, | 20, () €),) (6 ]J

= pin [€*), 00, €°),) (0]
=L in, (C ). (X)", min (C™).)(X);"] (14)

From egs (13) and (14) there followes (11), we also obtain, for any o € (O,l]

(C™).(X);” = min (C™),X, 15)
X, eM™

(C™).(X);" = min (C),X, (16)
X, eM™

egs (15) and (16) show that the part of the theorem is correct, too the proof is compleat.

Theorem 2 Suppose that A” >0 and C" <0 if
MY c{x”:Xx" eM"} and M}” c{x" : X" e M"} X™ is upper approximation (rough) fuzzy optimal

o

solution of models PUU ,then for any « € (0,1], we have
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1 n,° = min C.” X, 7. = min C” X,
X, eMJrU XaeM;U
2.
7" = man cY xV 7, =) €y
eM

3. x*Y , XV are upper approximation (rough) optimal solution of models ( 5) (problems P;UU (a) P;LL (a)
) and (6) (problems PY (), P*" (), respectively:
U L

Proof Suppose that XY is upper approximation fuzzy optimal solution of model PUU (problem ?7?), that is

XV eMY and (CY)" x¥ =min(CY)" xV (18)
since AY <0 by lemma 1, we have (X')° eM”, (X)X eM:’ MY ={x":X"€ MU} and

a
WU _ g U LU U
M” ={x":x" eM~}
From egs (1) (3), (6) and since C" >0, then the the first side of eqn18

[(C*—U )a (X*);U ’ (C;+U )(X*);U ] = [i (CTU )a (X?);U !i(CTU )a)(x;);u]
§ i[(c}‘“ ). ()2 (€7))06). ]
= 16 MG )

=Y G, (0)"

=[C* X1, (19

From egs (1),(3),(4),(5) and (6), then the second side of eqn(18)

(mln (CY)" x j = _min ((C~3U)T Xu)a

eM eM
H C ~U U
= mln;U emY Z(C] )a(xj)a
a j=1

= min (Z[(C ) (€)X (X )*U]J

XeM

XeM

= min [Z[(C ) (X))5 (Cfu)a)(xj)aU]J

X, eM

= min ([C™*).(9:,(C),) (x).°])
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=[min (€), (92", min (€*),) ("] @0

ia emVY

From egs (19) and (20) there followes (17), also obtain, for any & € (0,1]

(CV), (X)) =Min__ y (CY), X, @)
(C™),(X).” = min (C™),(X), (22)
XaeM+

egs (21) and (22) show that the part of the theorem is correct, too the proof is compleat.
-u +U -u +U
Corollary 1 supposethat A~ <0, A’ >2,C_~ <0,and C_~ >0 let
I\/Ia([_u‘w) c{xV:XY e MY }, where @ €(0,1] if X™ is upper approximation (rough) fuzzy optimal solution of
model PUU , then forany o € (0,1], XY is upper approximation (rough) fuzzy optimal solution of model 8.

Example 1 : Consider the following rough fuzzy linear programming problem:
(IRFMOLP),

o)

Y
max | 3% 2F

X1 X
o

Subject to :

~ ~

Z 6"\l (273

o)

s | = | e | | 2
3 T8 X8 T | X, [=0

Suppose for & = 0.5 the & — Cut of the rough fuzzy numbers in the above can be write as:

[[0,2]:[0.5,1.5]] [[1,3]:[1.5,2.5]]\ X}
max | [[2,4]:[2.5,3.5]] [[1,3]:[1.5,2.5]]| x&

subject to :
[1,3]:[1.5,2.5]] [[5,71:[5.5,6.5]]), «~ ([26,28]:[26.5,27.5]
[7.91:[7.5,8.5]] [[5,71:[5.5.6.5]] le g [44,46] :[44.5,45.5]]
[2.4]:[2.5,3.5]] [[0,2]:[0.5,1.5]]| % | | [[14.,16]:[14.5,15.5]]
where
o (Do T 6]
= bt gt 1enst ]
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)

Convert the (IRFMOLP), linear
f(x)=wf +w,f,, at w,=w, =0.5, follows:

IRFLP, (w)

programming problem to single objective by weighting method

R

Xl
max([[1,3].[1.5,2.5]] [[1,3].[1.5,2.5]]J o

2

Subject to :
[1,3]:[1.5,2.5]] [[5,71:[5.5,6.5]]), «
[7.91:17.5.851] [[5.71:[55.651] |
[2,4]:[2.5,3.5]] [[0,2]:[0.5,1.5]]| °

[26,28] :[26.5,27.5]
3 [44,46] :[44.5,45.5]]
| [14,16]:[14.5,15.5]]

Now, we divided a problem above to a problems upper approximation problem PUU (a) and lower approximation problem
P (a) follows

PLL ():

-L

o
Max([1.5,2.5] [1.5,2.5]}

=L +L
[X2a ! X2a ]

Subject to :
h525] [5.565]Y[xt xt
[7.585] [5.5,6.5] 4
2535] [0.5.15]] [t xt]|”

[26.5,27.5]
[44.5,45.5]
[14.5,15.5]

PUU (o)
by !
ma){[l,:%] [1,3]j

-U +U
[X20! ’X2a ]

Subject to :

[L3] By by
[7.9] [5.7]

24] 2] [ x0]|*

[26,28]
[44,46]
[14,16]

Since CY >0, A” >0 and & = 0.5 of P («), then the P} (&) problem corresponds to the following model in the
U U

model 6 PfUU as:
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w0 (3 3)
I:)—U max +U

Subject to :

Follows the upper approximation (rough) solution of problem PfUU , Xf; =3, X;;J =4.6.Since C- >0, A* >0 and
a =05 of P1-(c), then the P" () problem with add constraints X/~ <3 and Xj- <4.6 corresponds to the

following model in the (model 6) F’_JrLL as:

Xy
L (2.5 2.5J
P max v
X2a
Subject to :
15 55 26.5
75 55 XfaL 44.5
25 05 14.5
<
1 X5 3

4.6

follows the lower approximation (rough) solution XfaL =3, X;; =4,
Now, from the P (c) problem, we have C" >0 and A" >0, then P"(a) with add X, <3 and

th <4 corresponds to the following model in the model 5 F’+_LL as:

- (1.5 1.5J
P max

X2a
Subject to :
25 6.5 27.5
85 65| x") |455
35 15 155
1 Xou | | 3
1 4

follows the lower approximation (rough) solution X;aL =3, th =3.076
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Now, from the (R}’ («r)) problem, we have C >0 and A>0 , then a problem P’ (&) with add X, <3

and X, <3.076 corresponds to the following in model 5 P;'W  as:

X
N (1 1}
P, max N
XZa
Subject to :
3 7 28
9 7| %Y 46
4 2 16
<
1 0 x, 3
0 1 3.076

follows the upper approximation (rough) solution X{; = 2.54, ng =2.90. then for W, =W, = 0.5 and for & = 0.5
the rough fuzzy optimal solution of RFLP, (W) is

xR = (x7,x3) =[[2.5,3]:[3,3]].[[2.9,4.6]:[3.076,4]]
with rough fuzzy objective value is

f R =[[5.44,22.8]:[9,11,17.5]]

Example 2
SR
ZR ER X
minf 27 3% |
X
Subject to :
SR
_'éR _'§R X _ZR
TR CH B P
X,

Suppose for & = 0.5 the & — Cut of the rough fuzzy linear multiobjective problem are as:

IRFMOLP,

R

[3.51:[3.5:4.5]] [13]:[1.5.2.5]]]
min | [[1,3]:[1.5,2.5]] [[2,4]:[2.5,3.5]]

subject to :
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X

[-[1,3]:-[1.5,2.5]] [-[3.4]:-[2.5,3.5]] [-[3,5]: -[3.5,4.5]]
{[- [2,4]:[25,35]] [-[1.3]: {1.5,2.5]]} < [[- [2,4]: -[2.5,3.5]]}
X2

Subject to

AR AR R

x| Dot et 1]

Convert the IRFMOLP, to single objective by weighting method f(X)=w,f +w,f,, at w,=w, =05, ,
follows:

IRFLP, (w)

X

- ([[2,4] :[2.5,3.5]] [[1.5,3.5]: [2,3]]}

R
X2

Subject to :

[-[2.41:-[2535]] [-[13]:-[1525]]| . |<|[-[24]:]2.53.5]]
X2

[[—[1,3]:—[1.5,2.5]] [—[3,4]:—[2.5,3.5]? X [[-[3,5]:—[3.5,4.5]]}
<

Now, we divided a problem above to a problems upper approximation problem PUU (a) and lower approximation problem

P (a) follows
LT
[Xia p Xfa

P (a) min([2.5,3.5] [2,3]}

L
X2a ! XZa ]

Subject to :

_[L5,25] -[2.5,3.5] b [354.5]
{[2.5,3.5] [1.5,2.5]} ot s{[z.s,s.s]]

2a

-U +U
[Xla ' Xla

P/ (@) min ([2,4] [1.5,3.5]j

-U +U
[XZa ’XZ(z ]
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3] 24 b [35]
~[24] -[.3] [x-U,x+U] <| -[2.4]

since C¥ >0, A” <0 and @ =0.5 of B} (), thenthe P}’ (cr) problem corresponds to the following (in model 6)
+U

Py as
X
w . (4 35
Py min "
X2a
subject to :
X+U
-1 -2\ =« | (-3
-2 -1 <|-2|
Xea

Follows the upper approximation (rough) solution of problem P_LU Xf: =0.333, thj =1.333 since, C- >0 and

A" <0 of P (), then the P"(cx) problem with add constraints X, <0.333 and X;- <1.333 corresponds to

the following in model 6 P_+LL as:
Xy
) _(3.5 3}
PL min 4
X2a
subject to :
-15 -25), | (-85
X+
-25 -15| —-2.8
1 oai <0.333
X
0 1 - 1.333

have the lower approximation (rough) solution of problem F’_JrLL Xfa" =0.25, X;: =1.25

Now, from the P () problem, we have C- >0 and A" <0 , then P"(a) with add X, <0.25 and

th <1.25 corresponds to the following (in model 5) F’+_LL as:

o .(2.5 2)
P, min N
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subject to :
-25 -35), | (-45
X
-35 -25| -35
1 0| <025
-
0 1 2a 1.25

follows the lower approximation (rough) solution of problem P_LL X{L =0.1667, X;: =1.1667

+ 104
Now, from the P}’ (ct) problem, we have C">0 and A" >0 , then a problem P"(c) with add
X{;J <0.1667 and X;;J <1.1667 corresponds to the following (in model 5) PJ:UU as:

-U
Xla

B (2 1.5]
P, min "
XZa

Subject to :
R 4 -5
-u
4 3| N i
1 0| ,|<|0.1667
X
0 1 5 1.1667

a

Follows the upper approximation (rough) solution of problem PJU X{U =0.1429, ng =1.1429, then for

W, =W, =0.5 and & = 0.5 the rough fuzzy optimal solution of IRFLP,(W) is

x® = (X}, x) = [[0.1429,0.333] : [0.1667,0.25]], [[1.1429,1.333] : [1.1667,1.25]]

with rough fuzzy objective value is
fR =[[2,6]:[2.750,4.625]]

6 Conclusion

In this paper, we have obtained an the efficient solutions of multi-objective linear programming problem with
inexact rough interval fuzzy coefficients in both objective and constraints. The problem IRFMOLP is transformed into the
single objective linear programming problem with an inexact rough interval fuzzy coefficients by using the weighting
method IRFLP(w). The new arithmetic operations based convert each an inexact rough fuzzy problem to two problems
corresponding to the upper and lower approximation fuzzy set, respectively. Solve all the problems and incorporate the
solution of all problems to the obtain optimal solution as follows rough interval.
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