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ABSTRACT 

Bioinformatics analyses huge amounts of biological data that demands in-depth understanding. On the other hand, data 
mining research develops methods for discovering motifs in biosequences. Motif discovery involves benefits and 
challenges. We show bridge of the two fields, data mining and Bioinformatics, for successful mining of biological data. We 
found the motivation and justification factors lead to preferring naturalistic method research for Bioinformatics, because 
naturalistic method depends on real data. The method empowers Bioinformatics techniques to handle the true properties 
and reducing assumptions for un-modeled or uncover biodata phenomena. The empowerment comes from recognizing 
and understanding biodata properties and processes. 
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INTRODUCTION 

Bioinformatics involves the use of techniques including applied mathematics, informatics, statistics, computer science, 
artificial intelligence, and biochemistry to solve biological problems usually at the molecular level. Recent progress in 
biology, medical science, Bioinformatics, and biotechnology has led to the accumulation of tremendous amounts of 
biodata that demands in-depth analysis. On the other hand, data mining research has led to the development of numerous 
efficient and scalable methods for mining interesting patterns in large DB’s. The question becomes how to bridge the two 
fields, data mining and Bioinformatics, for successful mining of biological data [63]. 

Studies that depend mainly on hypotheses models lead to the derivation of imperfect biological models such as models 
used to generate the sequences (i.e., the Bernoulli Model, hidden Markov model) and motifs representation.The 
motivation and justification factors lead to preferring naturalistic method research for Bioinformatics, because naturalistic 
method depends on real data [47]. 

The rest of this paper is organized as follows:basic concepts of Bioinformatics in a way that helps the biodata analysis in 
section 2. Benefits of motif finding arise in many fields; in this context Bioinformatics field is coming in advance that 
explained in section 3. Follow by presenting some challenges of motif discovery in section 4. Motif discovery is presented 
with gene regulation is section 5. Biodata analysis from a data mining perspective is explained in section 6. Some 
biosequences DB’s have introduced in 7. Several approaches for motif discovery are demonstrated in 8 and 9. Finally the 
paper ends with conclusion and future work. 

BASIC CONCEPTS OF BIOINFORMATICS 

The ability to predict the behavior, the function, or the structure of biological entities (such as genes and proteins), as well 
as interactions among them, plays a fundamental role in the discovery of information to help biologists to explain biological 
mechanisms [44]. The following sub-sections describe some basic concepts of Bioinformatics: 

Biological Preliminary Notions 

Biologists and computer scientists use different terms to denote the same concepts. Hence “character”, “nucleotide”, 
“base” and “symbol” are to be equivalent, and use the term “motif” as a synonym for “pattern”. Bioinformatics is a 
combination of biology and computer sciences; therefore it is necessary to introduce some basic concepts of biology as 
follows: 

Cells are the fundamental working units of every living system. All the instructions needed to direct their activities are 

contained within the chemical DNA.  

DNA from all organisms is made up of the same chemical and physical components. The DNA sequence is the particular 

side-by-side arrangement of bases along the DNA strand (e.g., ATTCCGGA). This order spells out the exact instructions 
required to create a particular organism with its own unique traits.  

The genome is an organism’s complete set of DNA. Genomes vary widely in size: the smallest known genome for a free-

living organism (a bacterium) contains about 600,000 DNA base pairs (bp), while human and mouse genomes have 3 
billion bp[26]. Except for mature red blood cells, all human cells contain a complete genome. Differences between two 
living organisms are mostly due to the differences in their genomes [28]. DNA in the human genome is arranged into 24 
distinct chromosomes-physically separate molecules that range in length from about 50 million to 250 million bp. Cell, 
chromosome and DNA are shown in Error! Reference source not found.. 

Each chromosome contains many genes, the basic physical and functional units of heredity. Genes are specific 

sequences of bases that encode instructions on how to make proteins. The human genome is estimated to contain 30,000 
to 40,000 genes. 

Proteins perform most life functions and even make up the majority of cellular structures. Proteins are large complex 
molecules made up of smaller subunits called amino acids. The constellation of all proteins in a cell is called its proteome. 

Unlike the relatively unchanging genome, the dynamic proteome changes from minute to minute in response to tens of 
thousands of intra- and extracellular environmental signals [26]. 

Exon is the DNA segments that are present in mature ribonucleic acid (RNA). Promoters are normally present close to 
the first exon and serve as binding sites for the transcription factors. Enhancers, on the other hand, are normally present 

at a much greater distance from the first exon and aid in the binding of transcription factors to the promoters. Both these 
regulatory elements thus work together to bring about the expression or suppression of genes [46]. 

Gene Expression 

Three kinds of chain are the central molecular building blocks of life: DNA, RNA and proteins. The DNA molecule is a 
double-stranded long sequence composed of four types of nucleotides (A, C, G and T). It has the double-helix structure, 
and stores the hereditary information. RNA molecules are very similar to DNAs, composed also of four nucleotides (A, C, 
G and U). Proteins are chains of 20 different basic units, called amino acids. The gene is the fundamental unit on the 
genomic DNA which contains the required information to carry out the biological functions of cells. Proteins carry out 
almost all essential functions in a cell. In order to make a protein, the corresponding gene has to be transcribed into 
mRNA, and then the mRNA is translated into protein. Transcription and translation of the cell [15] are shown in Error! 
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Reference source not found.. Understanding gene expression, i.e., how protein factors interact with DNA regions to 

affect transcription is an important problem in molecular biology [28]. 

 

Fig 1: Cell, chromosome and DNA [6] 

Motifs Types 

Motifs are frequently occurring patterns. Motifs in biological sequences can indicate the presence of certain biological 
characteristics. In general, these could represent patterns in any kind of biological sequences such as DNA sequences, 
RNA sequences, protein sequences, etc[46]. In DNA, a motif may correspond to a protein binding site; in proteins, a motif 
may correspond to the active site of an enzyme or a structural unit necessary for proper folding of the protein [23]. 

 

Fig 2: Transcription and translation [10] 

Motifs could be monad or composite; a pattern with a single component is also called a single pattern, most approaches to 
pattern discovery focus on monad patterns that correspond to relatively short contiguous string with some mismatch that 
appear unexpectedly many times in a statistically significant way. But in the search for more complex methods have 
appeared that extract DNA sites composed of two binding sites. The first attempts to identify several binding sites, called 
multiple motifs. However, many of the actual regulatory signals are composite patterns that are groups of nomad signals 
[5]. 

Composite motifs can be thought of as “compound patterns” made of a list of mended motifs, or patterns, and a list of 
intervals that specifies at what distances adjacent motifs should occur. It can be classified into two main types. If no 
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variable gaps are allowed in the motif, it is called a simple motif. If variable gaps are allowed in a motif, it is called a 
structured motif[10, 50]. 

Transcription Factors Binding Site (TFBS) 

An important part of gene regulation is mediated by specific proteins, called transcription factors (TFs), which influence the 
transcription of a particular gene by binding to specific sites on DNA sequences, called TFBS. TFs are protein products of 
certain genes that serve as regulators of the expression of other genes. These proteins diffuse into the cell, recognize and 
bind to certain sequence segments in DNA. Upon binding, they can induce changes of chromatin structure or interact with 
basal transcriptional machinery, and thereby initiate, repress or modulate transcription of genes close to the binding site. 
Such binding sites are relatively short stretches of DNA, normally 5 to 30 nucleotides long, and are located in the so-called 
promoter regions. One believes that the interaction between TF and TFBS plays a key role for regulation of gene 
expression [12, 56]. In many cases, more than one TF may cooperatively regulate a gene. Such patterns are called 
composite regulatory patterns. This type of pattern can occur when a gene is regulated by two TF[28, 65]. 

The locations on the DNA where proteins bind to are called cis-acting elements, also referred to as cis-regulatory 
elements or cis-elements. Different TFs may have different binding motifs, and multiple TFs can bind cooperatively to a 
cis-element that contains several different binding motifs. At any time, the particular composition of TFs active in the 
nucleus of a cell determines which subset of cis-elements is bound and activated in this cell. This combinatorial binding 
allows a few hundred TFs to control the spatial and temporal expression patterns of tens of thousands of genes. The 
development of a fertilized egg to an advanced embryo with complex body plans and organs may be, to a first 
approximation, regarded as the successful implementation of the transcription programs encoded in these cis-elements 
[67]. 

Benefits of Motifs Discovery 

Motifs are believed to be extremely important in biology and Bioinformatics. The discovery of information encoded in 
biological sequences is assuming a distinguished role in identifying genetic diseases and in deciphering biological 
mechanisms. This information is usually encoded in patterns frequently occurring in the sequences [16]. Remove 
repeating 

Motif discovery is the critical step to understand the regulatory mechanism of genes. The motifs can represent patterns 
which activate or inhibit the transcription process and are responsible for regulating gene expression. In Bioinformatics, 
motif discovery is becoming very important because they represent conserved sequences which can be biologically 
meaningful. It could be essential to the analysis and understanding of the biological data. If a pattern occurs frequently, it 
ought to be important or meaningful in some way[57]. Motifs are recurring patterns in biodata that are presumed to have a 
biological function. Often they indicate sequence specific binding sites for proteins such as nucleases and TFs. Others are 
involved in important processes at the RNA level, including ribosome binding, mRNA processing and transcription 
termination, growing usefulness in defining genetic regulatory networks and deciphering the regulatory program of 
individual genes make them important tools for computational biology in the post-genomic era [13]. Also, Motifs are 
important in understanding the underlying cause of amyloid illnesses, pharmaceutical and industrial purposes [42]. 

The discovery of patterns in DNA, RNA, and protein sequences has led to the solution of many vital biological problems. 
For instance, the identification of patterns in nucleic acid sequences has resulted in understanding biological processes as 
basic as finding binding sites in amino acids, finding regulatory information within either DNA or RNA sequences and 
protein domains, the RNA transcription, the determination of open reading frames, identification of promoter elements of 
genes, identification of intron/exon splicing sites, location of RNA degradation signals; identification of alternative splicing 
sites. Finding motifs can be equally crucial for analyzing interactions between viruses and cells or identification of disease-
linked patterns. In protein sequences, patterns have proven to be extremely helpful in domain identification, location of 
protease cleavage sites, identification of signal peptides, protein interactions, determination of protein degradation 
elements, identification of protein trafficking elements, discovery of short functional motifs, …etc[49]. Motif discovery for 
protein sequences is important for identifying structurally or functionally important regions and understanding proteins’ 
functional components, or active sites [15]. 

CHALLENGES OF MINING MOTIFS 

Biology is encoded in molecular sequences but deciphering this encoding remains a grand scientific challenge. Functional 
regions of DNA, RNA, and protein sequences often exhibit characteristic but subtle motifs; thus, computational discovery 
of motifs in sequences is a fundamental and much-studied problem [20]. 

Motif discovery is a fundamental problem in molecular biology because it has significant applications, refer to section 0 
and [25]. On the other hand, motif discovery is a challenging task, mainly because they exhibit a high degree of 
degeneracy making their distinction difficult from random artifacts. For this reason, algorithms for motif discovery often 
suffer from impractical high false positive rates and return noisy models that are not useful [3]. 

Motif discovery in DNA data sets is a challenging problem domain because of lack of understanding of the nature of the 
data, and the mechanisms to which proteins recognize and interact with its binding sites are still complicated to biologists 
[35]. If the motif is TFBS; recent studies have shown that the underlying regulatory mechanisms of TFBS are complex, 
dynamic (especially in higher organisms) and can be arranged in multiple hierarchical levels [43]. Algorithms for motif 
discovery often are not useful to characterize TFBS’s[3, 7, 40]. In TFBS, where the motifs are mostly monad, the 
challenges present in motif discovery include: 
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The motifs are never exactly the same as the actual conserved sequence. There is always considerable sequence 
variability present with respect to a monad motif. 

Motifs are very short signals as compared to the size of the DNA sequence under consideration. 

The regulatory sequences containing the motifs may sometimes be located very far from coding regions that they 

regulate. This makes it difficult to determine the portion of the DNA sequence that should be analyzed. 

The regulatory sequences may, at times, be present on the opposite strand from the coding sequence they regulate. 

A difficulty in discovering composite motifs is more than of monad motifs; because one of the components in the group 
may be too weak. Since the traditional monad based motif finding algorithms usually output one or a few high scoring 
patterns, they often fail to find regulatory signals consisting of week monad parts. For example, a set of yeast S. serivisiae 
genes regulated by two TFs with experimentally verified sites, URS1 and UASH that occur relatively near each other. 
Although URS1 is strongly conserved and easily found with monad motif search approaches, UASH is too weak to be 
discovered with these approaches [40]. A possible approach to detecting composite patterns is to attempt to detect each 
part of the pattern separately and then reconstruct the composite pattern. Unfortunately, some parts may be too weak to 
discover with scoring based approaches and consume huge memory resource with suffix tree based approaches in the 
way they are failing to complete the job with current desktop computers. In addition, exhaustive pattern search has a 
drawback of excessive time requirement. Some algorithms (i.e., SMaRTFinder, SMOTIF2) followed this approach without 
considering monad scoring and results to consume huge memory resource, sometimes goes to fail the operation. 

Although most genes in the human genome have been identified and annotated, the cis-elements that control their 
expression are largely unknown. Thus a challenging problem whose solution requires not only new experimental data but 
also new statistical and computational methods [15, 67]. The ability to generate sequence and catalog interactions 
between DNA and the proteins that bind it has increased dramatically. Computational ability to deal with this data has also 
grown, albeit more slowly. Despite all these efforts, the problem has not satisfactorily been solved yet, as shown in the 
assessment of 13 common motif discovery algorithms by [55]. Recently, steps have been taken to precisely understand 
what makes the problem so difficult. The ability of popular motif models turn out to have comparable discriminative power, 
but are not sufficient to capture all motifs [38]. 

MOTIF DISCOVERY AND GENE REGULATION 

Biologists today are interested in understanding how different genes in the genome are regulated and the way they 
interact with each other. Motifs discovery in DNA is an important step in the process towards understanding the 
transcriptional program in cells [62]. Discovery of TFBSs or DNA motifs in promoter regions of genes plays a key role in 
understanding the regulations of gene expression [56]. A gene is a segment of DNA that is the blueprint for protein; gene 
can be decoded to produce functional products like protein [11]. Genes seldom work alone; rather, they cooperate to 
produce different proteins for a particular function [12, 18, 54]. One TF is usually involved in the regulation of many genes, 
and the TFBSs that the TF recognizes often exhibit strong sequence specificity and conservation. In order to understand 
how genes’ mRNA expression levels are regulated in the cell, it is crucial to identify TFBSs. Although much progress has 
been made in developing experimental techniques for identifying these TFBSs, these techniques are typically expensive 
and time-consuming. They are also limited by experimental conditions, and cannot pinpoint the binding sites exactly [15]. 

Efforts of motifs discovery have long been frustrated by the limited availability and accuracy of TFBS motifs. It is also 
known that the transcription machinery will recognize binding sites even if the motifs do not occur exactly, i.e., allowing for 
some nucleotide substitutions. A TFBS may contain a number of highly degenerate positions (known as wildcards in 
pattern recognition). In principle, even more powerful data mining techniques can be developed to integrate different types 
of data and provide more accurate predictions of TFBS. In particular, more robust methods of finding composite motifs 
may help to unravel the regulatory structure of promoters [8, 36]. 

BIODATA ANALYSIS FROM A DATA MINING PERSPECTIVE 

Analyzing and interpreting sequence data is an important task in Bioinformatics. In Bioinformatics, the motifs discovery 
could be essential to the analysis and understanding of the biological data. If a pattern occurs frequently, it ought to be 
important or meaningful in some way [4, 57, 65]. 

Existing sequence mining algorithms mostly focus on mining for exact motifs. However, a large class of applications, such 
as biological DNA and protein motif mining, require efficient mining of “approximate” patterns that are contiguous. This 
approximate is of particular importance in Bioinformatics, where the challenge is to detect motifs that occur frequently in a 
given set of biodata. These motifs can provide clues regarding the cis-regulatory elements, which are important repeated 
patterns along the biological sequence. The repeated occurrences of these motifs are not always identical, and some 
copies of these sequences may differ from others in a few positions [18, 19, 54]. Composite motifs constructed by gluing 
together distant parts of the original sequence, it is more difficult than monad motifs. Algorithm on composite motifs 
models cannot easily incorporate noise tolerance in the way that monad motif models can [18, 19, 54]. The following 
subsections will present biological data mining, transactional sequence pattern and biosequence mining comparison, and 
SPM in biodata:  
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Biological Data Mining 

Bioinformatics aim to understand the detailed mechanism of the cell. Bioinformatics is the science of managing, storing, 
extracting, analyzing, interpreting, and utilizing information from biological data such as sequences, molecules, pathways, 
etc. [28, 63]. As shown in the Figure 1, Bioinformatics involve the use of multi disciplines. The huge amount of data 
involved in these research fields makes the usage of data mining techniques very promising. These techniques, starting 
from many sources, such as the results of high throughput experiments or clinical records, aims at disclosing previously 
unknown knowledge and relationships [17]. While tremendous progress has been made over the years, many of the 
fundamental problems in Bioinformatics, such as protein structure prediction, gene-environment interaction, and regulatory 
pathway mapping, are still open[63]. 

 

Figure 1 Bioinformatics disciplines [37, 57] 

Advances in technology such as microarrays have launched the subfields of genomics and proteomics to study the genes, 
proteins, and the regulatory gene expression circuitry inside the cell. What characterizes the state of the field is the flood 
of data that exists today or that is anticipated in the future; data that need to be mined to help unlock the secrets of the 
cell. The gaps between data collection and knowledge discovery have collectively created exciting opportunities for data 
mining researchers. Data mining will play an essential role in understanding these rapidly expanding sources of biological 
data, fundamental problems and development of novel therapeutic/diagnostic solutions in post-genome medicine. New 
data mining techniques are needed to analyze, manage and discover sequence, structure and functional patterns/models 
from large sequence and structural DB’s, as well as for structure prediction, gene finding, gene expression analysis, 
biochemical pathway mining, biomedical literature mining, drug design and other emerging problems in genomics and 
proteomics [9, 63]. 

Pattern Mining in Transaction Sequences and Biosequences 

A transaction sequence primarily motivated in market-basket analysis, it might be any purchase sequence, a web link click 
stream, etc. The focus of those works is on the scalability on large DB’s. Biosequences typically have a small alphabet, a 
long length, and patterns containing gaps (i.e., "don't care") of arbitrary size. Mining patterns in such sequences faces a 
different type of explosion than in transaction sequences, this explosion affects the mining process. SPMdeveloped in data 
mining searches for all frequent patterns in "transaction sequences". Experiments of [58] show that classical SPM does 
not scale for biosequences because of the following features for biosequences[9, 27, 31]; as explained in the following: 

 1. Small alphabet, biosequences have a very small alphabet, i.e., 4 for DNA and RNA sequences and 20 for protein 
sequences, and many patterns occur in most sequences. In contrast, transaction sequences have a large alphabet, 
ranging from 1,000 to 10,000, and only a tiny fraction of items occurs in a transaction sequence.  

 2. Long sequence length, a biosequence has a typical length of a few hundreds, sometimes millions. In contrast, a 
transaction sequence has a typical length from 10 to 20. A long sequence (especially, with a small alphabet) often 
contains long patterns. The classic sequential pattern growth of one item at a time as in [1, 24, 64] requires many DB 
scans and high frequency of pattern matching. 

3. Gappedpatterns over long regions,biosequence patterns have the form of Xi *….*Xk spanning over a long region, where 

each Xi is a short region of consecutive items, and * denotes a variable length gap corresponding to not conserved region. 
The presence of * implies that pattern matching is more permissible and involves the whole range in a sequence. 

4. Biosequence is a subject of mutation, insertion, and deletion.Most classical SPM is based on the Apriori idea (a subset 
of a frequent item set must be frequent), Apriori idea does not work with biosequence motif due to allowing missing items 
within biosequences pattern [1]. 

Sequential Pattern Mining in Biodata 

SPM is the process of extracting frequent sequential patterns from sequential events or transactions which occurred in a 
specific order. SPM as well as association rule mining, classification and clustering are the most important data mining 
techniques. Sequential patterns are similar to association rules and the main difference between them is that sequential 
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patterns indicate the correlation among transactions in a certain order while association rules represent intra transaction 
relationships. SPM is applicable in a wide range of applications such as the analysis of customer purchase behavior, web 
access patterns, disease treatments, DNA sequences, and so on [2, 32]. Pattern mining is widely used in the 
Bioinformatics domain for: 

1. Pattern mining for biosequences 

2. Patterns in DNA sequences 

3. Patterns in genes for predicting gene organization rules 

4. Patterns for predicting protein sequence function 

5. Patterns for analysis of gene expression data 

6. Patterns for protein fold recognition 

7. Patterns for protein family detection 

BIO SEQUENCESDB 

The strings of DNA/RNA molecules are called nucleotide sequences, and each element in such a sequence is called a 
base. Similarly, the strings of protein molecules are called protein sequences, and each element in such a sequence is an 
amino-acid (residue). Collectively nucleotide and protein sequences, are called biosequences[6]. A brief description about 
some biosequence DB is presented below: 

Saccharomyces Cerevisiae Genome DB 

S. cerevisiae was the first eukaryotic genome that was completely sequenced. The genome sequence was released in the 
public domain on April 24, 1996. Since then, regular updates have been maintained at the Saccharomyces genome DB. 
Another important S. cerevisiae DB is maintained by the Munich Information Center for Protein Sequences (MIPS). The 
genome is composed of about 12,156,677 bp and 6,275 genes, compactly organized on 16 chromosomes. Only about 
5,800 of these are believed to be true functional genes. Yeast is estimated to share about 23% of its genome with that of 
humans [45, 51]. 

Arabidopsis Thaliana 

A. thaliana is a small flowering plant native to Europe, Asia, and northwestern Africa. It is a spring annual with a relatively 
short life cycle, usually growing to 20–25 cm tall. Arabidopsis is a popular model organism in plant biology and genetics. It 
is used for studying plant sciences, including genetics, population genetics, and plant development. It plays the role in 
plant biology that mice and fruit flies (Drosophila) play in animal biology. Although A. thaliana has little direct significance 
for agriculture, it has several traits that make it a useful model for understanding the genetic, cellular, and molecular 
biology of flowering plants. The small size of its genome makes A. thaliana useful for genetic mapping and sequencing; it 
has about 157 Mbp and five chromosomes. It was the first plant genome to be sequenced, completed in 2000. The most 
up-to-date version of the A. thaliana genome is maintained by the Arabidopsis Information Resource (TAIR). Much work 
has been done to assign functions to its 27,000 genes and the 35,000 proteins they encode. Also DB’s, such as 
ATHAMAP, offer information about the chromosomal positions of genes of interest and possible location of their TFs and 
TFBS[45, 52, 53]. 

Homo Sapience 

The human genome contains 3164.7 million chemical nucleotide bases (A, C, T, and G). The average gene consists of 
3000 bases, but sizes vary greatly, with the largest known human gene (2.4 million bases). Almost all (99.9%) nucleotide 
bases are exactly the same in all people. The functions are unknown for over 50% of discovered genes. Less than 2% of 
the genome codes for proteins. Repeated sequences that do not code for proteins ("junk DNA") make up at least 50% of 
the human genome. Repetitive sequences are thought to have no direct functions, but they shed light on chromosome 
structure and dynamics. The human genomes gene-dense are predominantly composed of the DNA building blocks G and 
C.  In contrast, the gene-poor are rich in the DNA building blocks A and T. GC- and AT-rich regions usually can be seen 
through a microscope as light and dark bands on chromosomes. Genes appear to be concentrated in random areas along 
the genome, with vast expanses of noncoding DNA between. Chromosome 1 contains most of the genes (2968), and the 
Y chromosome has the fewest (231). Human genomes DB is available and updated freely at GenBank[21] and [22]. 

Growth of GenBank 

The consequent explosion in the availability of raw genomic data is well described by the exponential growth of the 
sequences deposited in public DB’s such as GenBank[41]. Error! Reference source not found. and Figure 2 show the 

top 20 organisms in the latest GenBank release, their genome sizes, bases in GenBank, and number of entries [14]. 

One of the greatest impacts of having the sequence may be in enabling an entirely new approach to biological research. In 
the past, researchers studied one or a few genes at a time. With whole-genome sequences and new high-throughput 
technologies, they can approach questions systematically and on a grand scale. They can study all the genes in a 
genome, for example, how tens of thousands of genes and proteins work together in interconnected networks to 
orchestrate the chemistry of life. 
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The avalanche of genome data grows on a daily basis. The new challenge will be to use this vast reservoir of data to 
explore how DNA and proteins work with each other and the environment to create complex dynamic living systems. 
Systematic studies of function on a grand scale-functional genomics-will be the focus of biological explorations in this 
century and beyond [34, 61]. 

 

Table 1. GenBank genome sizes 

 

 

MOTIFS DISCOVERY ALGORITHMS 

Automatizing motif discovery has become a very active research area [16]. The aim is the extraction of all kinds of 
biological “meaning" of these sequences. At present the main bottleneck to progress in molecular biology is the analysis of 
data, and not the acquisition of sequence data. The problem is how automatically discover motifs, the domain will be 
protein or nucleotide sequences, i.e., strings over an alphabet ∑, where ∑ contains 20 (4) different symbols when protein 
(nucleotide) sequences are analyzed [29]. 

The problem of motif discovery has been tackled extensively over the past two decades [31]. More than a hundred 
methods have already been proposed, and new methods are published nearly every month. There is a large diversity in 
the algorithms and models used, and the field has not yet reached agreement on the optimal approach. Most methods 
search for short, statistically overrepresented patterns in a set of sequences believed to be enriched in binding sites for 
particular TFs. 

In spite of high availability of algorithms for motif discovery, the researcher could not find the perfect one among them due 
to the high complexity in the field (motif types, long sequence and pattern, gap, mutation) and different models to handle 
the issue. These algorithms differ in how motifs are defined and modeled. Each approach looks at a different facet of 
motifs. No single model or technique can identify all possible motifs. In the following, two general types of motifs discovery 
algorithms are discussed monad and composite motif discovery: 

Monad Motif Discovery Algorithms 

Planted motif search algorithms PMS0, PMS1, PMS2, SMP3, SMP4, and PMSPrune are designed for monad motif. They 
take as input n sequences of length m each and two integers l and d. The problem is to identify a string M of length l such 
that M occurs in each of the n sequences with a hamming distance (the number of mismatches between two strings of 
equal length) of at most d. For example, if the input sequences are GCGCGAT, CACGTGA, and CGGTGCC; l = 3 and d = 
1, then GGT is a motif of interest. These algorithms attempt to find sequential patterns based on specifying motif related 
information, such as length of each sequence and length of motifs. They currently suffer from limitations of sequence 
length and input file size, and they need a long time of execution exceeding months or years [9, 49, 59]. For example, 
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DNA monad motif discovery tools need information about data such as DNA sequences in FASTA format, and the number 
of sequences must be between 5 and 500, the length of each sequence must be between 15 and 1000 DNA letters, motif 
length up to 23 characters may require days to process. Namely, the currently best known algorithms for PMS and edit  
motif search (on a PC) are expected to take more than five years for patterns of length 31[48]. 

Composite Motif Discovery Algorithms 

In an attempt to make facilities to control the problems related to motif mining, some algorithms deal with the idea of 
searching and extraction of motif based on providing motifs template such as SMOTIF1, SMOTIF2, SMaRTFinder,  
andEXMOTIF, which made good progress in reducing the time and space required to perform motifs mining. Some motifs 
mining algorithms allow certain constraints. Constraints which limit the maximum gap between two items in the 
subsequence make it possible to use these algorithms to mine for contiguous patterns. FLAME does not target the 
composite motif problem, but can be used as a building block for composite motif mining [18]. The diversity of approaches 
to composite motif discovery is even greater than that for monad motif discovery, and methods vary widely in what they 
expect as input and what they provide as output. On the other hand, some algorithms demand as input a collection of 
already known unit sites to serve as training data. The known positive sites are used along with negative sequence 
examples to build a model representation which can then be compared to new sequences in order to identify novel module 
instances [30, 55, 60]. 

Figure 2Growing GenBank DB 

MOTIFS DISCOVERYREPRESENTATION AND NEW TRENDS 

Most of the motif discovery algorithms look for pre-specified patterns [33]. Some basic concepts related to motif are 
presented in the following: 

Sequence File Format 

A wide used sequence file format is FASTA, FASTA stand of Fast Alignment. Various programs require FASTA format as 
input file, it may contain protein or DNA sequences. The format is very simple. Every entry consists of a sequence 
identifier (ID), an optional comment (COMMENT), and a sequence (SEQUENCE). The format looks like this:  

>ID COMMENT 

        SEQUENCE 

The special character ">" marks the beginning of a new sequence. The ">" character is followed immediately by the 
sequence identifier. The rest of that line is occupied by the optional comment. Subsequent lines contain the sequence 
itself. Rules about representing sequences in FASTA format include: 

1. Upper case and lower case doesn't matter. 

2. White space (spaces and new lines) within the sequence are ignored. 

3. Characters should be from a valid alphabet. 

Here is an example of a sequence in FASTA format: 

>ICYA_MANSE 

GDIFYPGYCPDVKPVNDFDLSAFAGAWHEIAKLPLENENQGKCTIAEYKY 

http://meme.sdsc.edu/meme/doc/alphabets.html
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Motif Representation 

A critical step of the process of motif discovery is the choice of an appropriate structure to model the motifs [44]. This 
choice is a trade-off between the expressiveness of the model to describe particular biological properties, and the 
efficiency of the algorithms that can be applied when that model is chosen [55]. Arguably the most important distinction 
between motif discovery tools is the model that is used. A motif can be represented by two popular models: string 
representation, consensus or pattern and matrix representation (Position Frequency Matrix (PFM), Position Weight Matrix 
(PWM) or profile). Fig 3 displays an example of these models. The consensus sequence gives the most frequent 
nucleotide in each position. To allow for degeneracy, the characters that are used to describe a motif can be extended 
from {A, C, G, T} to IUPAC characters, e.g., “TATRNT” is a consensus where “R” stands for a purine (A or G) and “N” 
stands for a base of any type. Table 2 shows conversion to IUPAC. The PFM represents the frequencies of each base 
type at each position. The PWM computes a log-ratio between observed frequencies in the frequency matrix and base 
occurrence frequencies in random DNA (background frequency).In the PWM, motifs of length l are represented by size 4 × 
l with the four entries in the j

th
 column of the matrix [11][12][66]. 

Table 2 The IUPAC alphabet 

 

Nucleotides Positions Interdependency 

Motif representation models, the string and the matrix share an important common weakness: they assume the 
occurrence of each nucleotide at a particular position of a binding site is independent of the occurrence of nucleotides at 
other positions. Thus, motif representations cannot model biological issues well because they fail to capture nucleotide 
interdependence. It has been pointed out by many researchers that the nucleotides of the DNA binding site cannot be 
treated independently, e.g. the binding sites of zinc finger in proteins and the TFCSRE, which activates the gluconeogenic 
structural genes, can bind to the following binding sites: 

CGGATGAATGG 

CGGATGAATGG 

CGGATGAAAGG 

CGGACGGATGG 

CGGACGGATGG 

Note that there is a dependence between the fifth and the seventh symbols [11, 12, 28]. 

 

Fig 3: Motifs representing forms [43] 
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Probability Analysis 

In Bioinformatics, two models have been exhaustively used to generate sequence according to: 

First, the Bernoulli Model, it is assumed that symbols of a sequence are generating according to an independent 
identically distributed process; hereunder, there is no dependency between the probability distribution of the symbols, but 
this argument is not entirely true, since sequences are believed to be biologically related. 

Second, hidden Markov model (relays on basic Markov process), It’s a simplified state of reality because it states that the 
probability of an event is only dependent on the event that occurred in the previous time step, and is not affected by 
events that happened two or more steps previously. Most events in the real world do depend on what happened two or 
more steps in the past. 

Both models used assumptions not entirely true, but they simplify the problem and give results [39]. 

Naturalistic Method for Bioinformatics Research 

This method proposes shifting the direction of researches in Bioinformatics to rely more on real biodata to deduce 
knowledge. Itavoids assumption-driven model that restrains the researcher to see the real picture. This method enables 
the researchers to dive further into the data to understand biodata properties, ground their research on a meaningful 
theory with a meaningful purpose, seeks to discover and describe biodata properties, configure arguments to explain 
properties of biodata, and they all theorize about how a structure of biodata can be used to deduce their features. In-depth 
studies of biodata structure gain more understanding of biodata. The goal of the method is recognize biodata reality and 
comprehend its nature. It selects and uses analytical techniques to gain maximum meaning of biodata and processes. It 
emphasizes on discovering biodata characteristics by analyzing the real data nature to reflect its de facto and to be as far 
as possible from Bioinformatics theoretical assumptions. Characteristics and properties of any object form corner stone 
and powerful method to understand the object. Therefore, this method depends on discovering properties of biodata. 
Simple example of applying this method in DNA motif discovery, DNA shows de facto properties such as small alphabet, 
long sequence, containing gaps, and mutation. But we know that DNA is full of information, therefore, they have more 
properties. Naturalistic method is calling to concentrate more on biodata in order to discover hidden properties. We expect 
following naturalistic method will increase our understanding of biodata. 

The motivation and justification factors presented in [47] lead to preferring naturalistic method research for Bioinformatics, 
because naturalistic method depends on real data. The method empowers Bioinformatics techniques to handle the true 
properties and reducing assumptions for un-modeled or uncover biodata phenomena. The empowerment comes from 
recognizing and understanding biodata properties and processes. 

CONCLUSION AND FUTURE WORK 

This paper presents an overview of some basics of Bioinformatics and SPM in Bioinformatics, namely motif discovery. 
Although motifs discovery involves many challenges; its benefits and important applications continuously motivated 
researchers. It has been shown some algorithms of motif discovery. Limitations of current algorithms and motif model 
encourage future research to investigate the structural properties of biosequences. Naturalistic method empowers 
Bioinformatics techniques to handle the true properties and reducing assumptions for un-modeled or uncover biodata 
phenomena.Therefore, the next paper focuses on finding new properties and characteristics of motifs and biosequence. 
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