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ABSTRACT 

Handwritten character recognition has applications in several industries such as Banking for reading of cheques 
and Libraries/ National archives for digital searchable storage of historic texts. The main feature typically used for the 
recognition task is the character image. However, there are other possible features such as the hand (left or right) used by 
author, number of strokes and other geometric features that can be captured when writing on digital devices.  This paper 
investigates the effect of using some non-image features on the recognition rate of three classifiers: Instance Based 
Learner (IBk), Support Vector Machines (SVM) and the Multilayer Perceptron (MLP) Neural Network for singly-written 
alpha-numeric character recognition. Our experiments were conducted using the WEKA machine learning tool on offline 
and online handwritten acquired locally. A percentage split (66%-34% train-test) evaluation methodology was adopted with 
the classification accuracy measured. Results indicate that non-image additional features improved the accuracy across 
the three classifiers for the online and offline character datasets. However, this improvement was not statistically 
significant. SVM gave the best accuracy for the online dataset while IBk performed better than the other two classifiers for 
the offline dataset. We intend to investigate the effect of non-image features at other levels of text granularity such as 
words and sentences. 
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1. INTRODUCTION 

Character recognition is the conversion of textual character images into computer readable fomat. Such character images 
can be classified as handwritten, typewritten or machine printed depending on the source. Handwritten characters can 
either be online or offline with respect to the means of data acquisition. Offline data is typically written using pen and paper 
before being scanned into electronic form as images. Online data are captured directly using modern devices such as a 
digitizer and an electric pen. A major advantage of online devices is that they capture the temporal or dynamic information 
about the writing such as  the number of strokes, the order of the strokes, the direction of the writing for each stroke, and 
the speed of the writing within each stroke [16]. 

This work investigates the effect of non-image features on the recognition rate of three classifiers for alpha-numeric 
character recognition. Section 2 discusses related work while Section 3 provides theoretical background to the classifiers. 
Experimental setup is stated in Section 4 with a discussion of results inSection 5. Section 6 concludes with a summary of 
the work presented and our plans for future work.  

2. RELATED WORK 

Humans have been writing important information on paper (and other primitive materials such as woods, clay tablets etc.) 
even before the advent of computer systems. However, storing such information has typically been very cumbersome and 
expensive. The use of these handwritten data on paper is generally limited to those around where it is stored though 
several others across the globe might benefit from it. Digitising such information and converting them to recognisable text 
allows search engines such as Google, Yahoo and MSN to be able to index and make them available for user around the 
world once they are uploaded to the web. 

Selection of a feature extraction method is undoubtedly the single most important factor in achieving high recognition 
performance in character recognition system [13]. No matter how sophisticated the classifiers and learning algorithms, 
poor feature extraction will always lead to poor system performance [2][7][10][15]. The main feature of any handwritten 
character image is the pixel values. However, online data acquisition of character images with electronic devices such as 
a pen digitizer allows extraction of other features such as number of stroke, pressure of the pen and contour pixels. This 
work attempts to quantify the importance of some non-image feature for character recognition. 

3. CHARACTER RECOGNITION CLASSIFIERS 

This section discusses the details of the three classifiers used for character recognition in this paper. 

3.1 Instance Based Learner (IBk) 

Instance-based learning, also known as memory-based learning, is a family of learning algorithms that, instead of 
performing explicit generalization, compare new problem instances with instances seen in training, which have been 
stored in memory. Instance-based learning is a kind of lazy learning because it constructs hypotheses directly from the 
training instances themselves [1][14]. This means that the hypothesis complexity can grow with the data. One advantage 
that instance-based learning has over other methods of machine learning is its ability to adapt its model to previously 
unseen data. Where other methods generally require the entire set of training data to be re-examined when one instance 
is changed, instance-based learners may simply store a new instance or throw away old instances. 

 A simple example of an instance-based learning algorithm is the k-nearest neighbour algorithm [9]. The k-nearest 
neighbour algorithm (k-NN) is a non-parametric method for classification and regression that predicts objects' "values" or 
class memberships based on the k closest training examples in the feature space. k-NN is a type of instance-based 
learning, or lazy learning where the function is only approximated locally and all computation is deferred until classification. 
The k-nearest neighbour algorithm is amongst the simplest of all machine learning algorithms: an object is classified by a 
majority vote of its neighbours, with the object being assigned to the class most common amongst its k nearest neighbours 
(k is a positive integer, typically small). If k = 1, then the object is simply assigned to the class of that single nearest 
neighbour. The same method can be used for regression, by simply assigning the property value for the object to be the 
average of the values of its k nearest neighbours. It can be useful to weight the contributions of the neighbours, so that the 
nearer neighbours contribute more to the average than the more distant ones. A common weighting scheme is to give 
each neighbour a weight of 1/d, where d is the distance to the neighbour. The neighbours are taken from a set of objects 
for which the correct classification (or, in the case of regression, the value of the property) is known. This can be thought 
of as the training set for the algorithm, though no explicit training step is required. The k-nearest neighbour (k-NN) 
algorithm is sensitive to the local structure of the data. 

 The training examples in k-NN are vectors in a multidimensional feature space, each with a class label. The 
training phase of the algorithm consists only of storing the feature vectors and class labels of the training samples. In the 
classification phase, k is a user-defined constant, and an unlabeled vector (a query or test point) is classified by assigning 
the label which is most frequent among the k training samples nearest to that query point. A commonly used distance 
metric for continuous variables is Euclidean distance. The Euclidean distance between two vectors is as defined below, 
where a and a' are vectors of same length. 

 

 
22 )'(...)'()',( 11 nn aaaaaad 



ISSN 2277-3061                                                           

5157 | P a g e                                                   S e p t e m b e r  2 3 ,  2 0 1 4  

The accuracy of the k-NN algorithm can be severely degraded by the presence of noisy or irrelevant features, or if the 
feature scales are not consistent with their importance. Much research effort has been put into selecting or scaling 
features to improve classification. The k-NN instance based learner is implemented as IBk in Weka tool [4]. 

3.2 Support Vector Machines (SVM) 

SVM is a binary linear classifier. Given a set of training examples, each marked as belonging to one of two categories; 
SVM training algorithm builds a model that assigns new example into one category or the other by constructing a 
hyperplane or set of hyperplanes in a high- or infinite-dimensional space. SVM model is a representation of the examples 
as points in space, mapped so that the examples of the separate categories are divided by a clear gap that is as wide as 
possible [5]. A good separation is achieved by the hyperplane that has the largest distance to the nearest training data 
point of any class (functional margin, δ) as shown in Figure 1. New examples are then mapped into that same space and 
predicted to belong to a category based on which side of the gap they fall on. 

 

Figure 1: Maximum separation hyperplane 

For any particular set of two-class objects, SVM finds the unique hyperplane having the maximum margin (Figure 1). The 
hyperplane H1 defines the border with class +1 objects, whereas the hyperplane H2 defines the border with class -1 
objects. Two objects from class +1 define the hyperplane H1, and three objects from class -1 define the hyperplane H2. 
These objects, represented inside circles in Figure 2, are called support vectors. A special characteristic of SVM is that the 
solution to a classification problem is represented by the support vectors that determine the maximum margin hyperplane. 

SVM can also be used to separate classes that cannot be separated with a linear classifier knowing well that character 
recognition vectors are non-linear in nature [12]. In such cases, the coordinates of the objects are mapped from the input 
space into a feature space using nonlinear functions called feature functions Ø(x) e.g. two-dimension to three-dimension. 

The feature space (Figure 2) is a high-dimensional space in which the two classes can be separated with a linear classifier 
(kernel trick). The nonlinear feature functions Ø(x) used are called Kernels K(xi,xj). 

 

Figure 2: Linear separation in feature space 

Kernels have the advantage of operating in the input space, where the solution of the classification problem is a weighted 
sum of kernel functions evaluated at the support vectors. Commonly used kernels are Linear or Dot kernel, Polynomial, 
Radial Basis Function, Gaussian Radial basis function and Sigmoid kernel. The question of “which SVM kernel gives the 
best recognition accuracy amidst numerous kernels?” can only be solved by experimenting the various available kernels to 
ascertain the one which has the best recognition accuracy for a given problem [12]. Hence the use of linear kernel, 
sigmoid kernel and radial basis function kernel of the SVM kernels in this paper. Character recognition classifications 
usually need more than two classes for classification (multiclass). Two common methods to build such binary classifiers 
are those where each classifier is trained to distinguish: (i) one of the labels against to all the rest of labels (known as one-
versus-all) or (ii) every pair of classes (known as one-versus-one). Classification of new instances for one-versus-all case 
is done by a winner-takes-all strategy, in which the classifier with the highest output function assigns the class [17]. The 
classification of one-versus-one case is done by a max-wins voting strategy, in which every classifier assigns the instance 
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to one of the two classes, then the vote for the assigned class is increased by one vote, and finally, the class with more 
votes determines the instance classification. 

3.3 MultiLayer Perceptron (MLP) 

MLP is a feed forward artificial neural network model that maps sets of input data onto a set of appropriate outputs [8]. It 
consists of multiple layers of nodes in a directed graph, with each layer fully connected to the next one except for the input 
nodes, each node is a neuron (or processing element) with a nonlinear activation function. Figure 3 shows the architecture 
for a typical MLP network. MLP utilizes a supervised learning technique called back propagation for training the network. 
MLP  is  a  modification  of  the  standard  linear  perceptron  and  can distinguish data that are not linearly separable. If a 
multilayer perceptron has a linear activation function in all neurons, that is, a simple on/off mechanism to determine 
whether or not a neuron fires, then it is easily proved with linear algebra that any number of layers can be reduced to the 
standard two-layer input-output model [11]. What makes  a  multilayer  perceptron  different  is  that  each  neuron  uses  a  
nonlinear  activation  function  which was developed to model the frequency of action potentials, or firing, of biological 
neurons in the brain. This function is modelled in several ways, but must always be normalizable and differentiable. 

 

Figure 3: A typical Multilayer Perceptron 

Although the variety of proposed neural network structures has grown, the multilayer perceptron remains the prevailing 
one and also the most widespread network structure. The inherent capability of the three-layer network structure to carry 
out any arbitrary input-output mapping qualifies the multilayer perceptron networks for recognition of handwritten digits. 
When trained on examples of observation data, the networks can learn the characteristic features “hidden” in the 
examples of the collected data and even generalize the knowledge learnt. The multilayer perceptron, because of its 
cascaded structure, performs the input-output mapping of nonlinearities [6]. To train a neural network to perform some 
task, we must adjust the weights of each unit in such a way that the error between the desired output and the actual output 
is reduced. This process requires that the neural network compute the error derivative of the weights (EW). In other words, 
it must calculate how the error changes as each weight is increased or decreased slightly. The back-propagation algorithm 
is the most widely used method for determining EW. 

Neural networks have since the very beginning of their practical application proved to be a powerful tool for signal 
analysis, features extraction, data classification, pattern recognition, etc. Owing to their capabilities of learning and 
generalization from observed data, the networks have been widely accepted by engineers and researchers as a tool for 
processing of experimental data [3]. This is mainly because neural networks reduce enormously the computational efforts 
needed for problem solving. Generally speaking, the practical use of neural networks has been recognized mainly 
because of such distinguished features as: general nonlinear mapping between a subset of the past time series values 
and the future time series values [6][8]. The capability of capturing essential functional relationships among the data, 
which is valuable when such relationships are not a priori known or are very difficult to describe mathematically and/or 
when the collected observation data are corrupted by noise universal function approximation capability that enables 
modeling of arbitrary nonlinear continuous functions to any degree of accuracy. 

4. EXPERIMENTAL SETUP 

Experiments  were  designed  to  determine  the effect of non-image features on the accuracy of character recognition 
systems. The Waikato Environment for Knowledge Analysis (Weka) [4][18]  tool  (version  3.6.6)  was  used  in  
experimentation  as  it  has  the three classifiers implemented. The experiment was performed on 7,935 offline  and 7,985 
online character images datasets collected locally from 62 users. A percentage split evaluation methodology was 
employed with 66% of each data used for training and 34% for testing. These splits were chosen randomly and the 
process was repeated ten times. The specific configurations used for each classifier were as follows: 

1. Instance Based Learner: The IBk algorithm was configured with k=3 using the 1/distance weighting function while the 
Euclidean distance was used as the similarity metric. Other parameters were left at default. 

2. Support Vector Machine: The linear kernel function on WEKA LIBSVM was used with all parameters left at default. 

3. Multilayer Perceptron (MLP) Neural Network:  The  Multilayer Perceptron  algorithm  was  used  with  the  number  of  
hidden layers chosen as the number of possible classes (i.e. a-z,A-Z,0-9; 62 classes in our work) while the maximum 
iteration was set at 200 epoch. All other parameters were left at the default values. 
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5. RESULTS AND DISCUSSION 

Comparison of percentage  accuracy of  the three classifiers in  character  recognition  using  a 7x7 down sampled sizes 
of the online and offline character images, test of significance was done at 95% confidence (Two tail). The online dataset 
had four variations of the original datasets while the offline had two variations to test the effect of different non-image 
features. An asterisk (*) beside a value in a table shows that it is significantly worse (statistically) than others in the same 
row. Tables 1 and 2 shows the  classification  accuracy  across  the  three  classifiers  for  datasets with the non-image 
features varied. The non-image features used were the hand (right or left denoted as R/L) used by the author either while 
writing characters online or offline, and the number of strokes which applies only to online writing of characters.   

 

Table 1: Accuracy results for online datasets 

 

 

 

 

 

 

 

 

Table 2: Accuracy results for offline datasets 

 

 

 

 

 

Tables 1 & 2 show that the non-images features generally improved the accuracy of the recognition system across all 
classifiers for both the online and offline datasets. Particularly, a combination of using the right/left hand and number of 
strokes features gave the best accuracy of 71.63% for the online dataset and was obtained by using SVM. The results 
obtained from using the IBk and SVM classifiers were significantly better than using MLP for the online dataset. This might 
be an indication that Neural networks are not good at generalising nominal values since the only numeric feature used in 
the number of stroke. This can be understood in the light of the fact that the functions used for generalisation in neural 
networks assumes that all input are numeric and has no specific way of handling nominal values unlike IBk and SVM. 
There is no significant difference between the results obtained from IBk and SVM though IBk performed slightly better 
when the number of stroke feature is not used. A different trend is observed when the number of stroke feature is used 
with SVM outperforming IBk, albeit slightly as well. A reasonable intuition from this trend is that IBk works better with 
nominal values that numeric values. 

Results from the offline dataset indicated that IBk was significantly better than both SVM and MLP though only one non-
image feature (right or left handed) was tested. This reinforces our intuition that IBk performs better with nominal values 
since there was numeric value tested in the offline recognition experiments. Also, the average result values from SVM 
were better than those from MLP. On the overall, comparison across classifiers shows that MLP gave the worse 
performance for character recognition while SVM was best for online dataset and IBK for the offline dataset. Expectedly, 
the accuracy values obtained from online character recognition experiments were better than those from their offline 
counterparts. 

6. CONCLUSION 

Three classifiers, Instance Based Learner (IBK), Support Vector Machines (SVM) and MultiLayer Perceptron (MLP) have 
been used to investigate the effect of non-image features for handwritten character recognition using online and offline 
datsets. Experimental results indicate that non-image additional features improved the accuracy across the three 
classifiers for the online and offline character datasets. However, this improvement was not statistically significant. We 
intend to investigate the effect of non-image features at other levels of text granularity such as words and sentences. 
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Features IBk SVM MLP 

Pixels only 70.30 70.09 65.61* 

Pixels + R/L Handed 70.27 70.04 66.24* 

Pixels + NumStrokes 70.20 71.56 65.89* 

Pixels, R/L Handed + NumStrokes 71.13 71.63 65.36* 

Features IBk SVM MLP 

Pixels only 68.49 67.24* 61.51* 

Pixels + R/L Handed 68.54 67.39* 61.38* 
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