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ABSTRACT 
 
Finding minimum cost switching function is an intractable 

problem. The number of prime implicant of a typical switching 
function is the order of 3n [5][13]. When fitness function with 
respect to cost is the only goal, the existing algorithms require 
faces combinatorial explosion [20]. The allurement of 
approximation and heuristic algorithms in this area has already 
generated ESPRESSO algorithm. We find that our algorithm 
presented here is at least equal or more cost effective than the 
ESPRESSO algorithm. The paper shows a new approach for 

attainment of our claim. We hope the algorithm presented here 
is a new attachment to the existing state of the art technology. 
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1. INTRODUCTION 
 
The problems of simplification of switching functions occur in 
many areas of the logic design. Boolean representations of 

switching functions are obtained from a function description. 
The optimization of logic functions, and in particular two-level 
logic minimization is performed on the Boolean representation. 
The result of simplification depends on the representation of 
literals. As an example, the complexity of the combinatorial 
component of a FSM depends on the Boolean literals to the 
internal states. The design of switching functions is restricted to 
combinatorial two-level SOP representations, as it appears in the 

logic synthesis process. The need for simplification of the 
number of terms of the SOP form is apparent. Starting with the 
classical approach of minimization techniques many different 
simplification techniques have been developed. In 1953 
Karnaugh [4] proposed a technique for simplifying Boolean 
expressions using an elegant visual technique, Quine [2] and 
McCluskey [3] proposed a tabular technique that uses a two-step 
process which first generates all prime implicants and then 
obtains a minimal covering for simplifying switching functions. 

The heuristic based approach differs from the classical one in 
two aspects. At first, the cost function is simplified by assigning 
an equal weight to every implicant, and then the final solution is 
obtained from an initial solution by iterative improvement rather 
than by generating and covering prime implicants. Because of 
the required storage and computations in many applications, 
exact solutions are not necessary but near minimum solution 
solutions are sufficient. Heuristic usually produce solution that 

are near to the optimum in a relatively short time. MINI[6], 
ESPRESSO[7] are the heuristic based simplification procedures, 
but lacks in quality and runtime for functions with large number 
of literals. BOOM[9] handles it well but it needs to have the 
function‟s off-set specified explicitly, which limits its usability 
in cases of functions specified by their on-sets only. We have 

proposed a SOP representation based on greedy-heuristic 
strategy that suggests that one can devise an algorithm that work 
in stages, considering one input at a time. At each stage, a 
direction is regarding whether a particular input is in an optimal 
solution and reduces time-space complexity. 
 

2. PRELIMINERIES 

 
Switching function [Definition]: Let T (x1, x2. . . xn) be a 
switching expression. Since each of the variables x1, x2. . . xn can 
independently assume either of the two values 0 or 1, there are 
2n combinations of values to be considered in determining the 
values of T . In order to determine the value of an expression for 

a given combination, it is only necessary to substitute the values 
for the variables in the expression. In other words, a switching 
function f (x1,x2, . . . , xn)is a correspondence that associates an 
element of the Boolean algebra with each of the 2n combinations 
of variables x1,x2, . . . , xn. This correspondence is best specified 
by means of a truth table. Note that each truth table defines only 
one switching function, although this function may be expressed 
in a number of ways. For example, if T (x, y, z) = x’z + xz’+ xy, 

then for the combination x = 0, y = 0, z = 1, the value of the 
expression is 1 because T (0, 0, 1) = 0‟1 + 01‟ +0‟0‟= 1. In a 
similar manner, the value of T may be computed for every 
combination, as shown in the right-hand column of Table 1.If 
we now repeat the above procedure and construct the truth table 
for the expression x’z + xz „+ y ’z’, we find that it is identical to 
that of  Table 1. 
Minimization [Definition][19]: In simplifying a switching 

function f (x1, x2. . . xn) is to find an expression g(x1, x2, . . . , xn) 

which is equivalent to f and which minimizes some cost criteria. 

The most common are: 

1. The minimum number of appearances of literals; 

2. The minimum number of literals in a SOP expression; 

3. The minimum number of terms in a SOP expression, provided 

that there is no other such expression with the same number of 

terms and fewer literals. 
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 x       y       z f g f’ f + g f.g 

0        0        0 1 0 0 1 0 

0        0        1 0 1 1 1 0 

0        1        0 1 0 0 1 0 

0        1        1 1 1 0 0 1 

1        0        0 0 0 1 0 0 

1        0        1 0 1 1 1 0 

1        1        0 1 0 0 1 0 

1        1        1 1 1 0 0 1 

 

Two-Level Logic Minimization: A disjunctive normal form 

(DNF), also called SOP, is a disjunction of products. A product 

is in term of literals. For instance, x and y‟ are literals, xy‟z is a 

product, and xy‟z + xyz + y‟z‟ is a sum-of-products (SOP). The 

problem is to find, given a Boolean function f, the minimal SOP 

that represents f. This problem is known as two-level logic 

minimization. 

Heuristic [Definition]: It refers to experience-based techniques 

for problem solving, learning, and discovery. By using a rule of 

thumb, an educated guess, an intuitive judgment, or common 

senses; heuristic methods are used to speed up the process of 

finding a near optimal solution.  

Greedy Heuristic [Definition]: It follows the problem solving 

heuristic of making the locally optimal choice at each stage  with 

the hope of finding a global optimum. In many problems, a 

greedy strategy does not in general produce an optimal solution, 

but nonetheless a greedy heuristic may yield locally optimal 

solutions that approximate a global optimal solution in a 

reasonable time. In switching function simplification problem, 

the cost function is minimized by distributing an equal weight to 

every implicant. The ultimate solution is obtained from an initial 

solution by iterative improvement, rather than by covering prime 

implicants. Bounding the cost function to the number of 

implicants in the solution has the improvement of eliminating 

many of the problems associated with local minima. Since only 

the number of prime implicants is important, their figures can be 

changed as long as the coverage of the minterms remains proper. 

 

3. SIMPLIFICATION OF SWITCHING   

      FUNCTION 
 
A switching function can usually be represented by a number of 
expressions. Our aim was to develop a procedure for obtaining a 
minimal expression for such a function. All algorithms based on 
the classical approach for the simplification of Boolean logic, 
start with the computation of all prime implicants. Afterwards 

prime implicant is used to construct a minimal logic. It is not 

known whether one may compute efficiently minimize the 
function without computing implicitly prime implicants. 
However, the number of prime implicants of one class with n 

literal is proportional to 3n/n [5] [13]. Thus, for many functions, 
the number of prime implicants can be very large. Consequently, 
the covering step leads to a greater problem because of its well 
known computational complexity. Because of the required 
storage-space and computations, machine processing to obtain 

the minimum solution by the classical approach becomes 
impractical. On the other hand, heuristic seeks a minimal 
implicant solution, without generating all prime implicants, 
which can be converted to prime implicants if required. The 
ESPRESSO is a standard heuristic process that uses approximate 
methods based on previous experience to obtain a near optimal 
solution. As a successful minimization algorithm, the 
ESPRESSO plays the important role of our proposed work.   

 

3.1 ESPRESSO Algorithm 
 
        ESPRESSO (Fan, Fdc)  

Foff = Complement (Fan, Fdc); 
F = Expand (Fan, Foff); 
F = Irredundant (F, Fdc); 

E = Essentials (F, Fdc); 
F = F - E; 
Fdc = Fdc - E; 
do { 

                       F= Reduce (F, Fdc); 
                       F= Expand (F, Foff); 
                       F= Irredundant (F, Fdc); 

} while (Too_High (Cost (F))); 

           return (F U E); 
Basic principle is laid on three steps; Expand, Reduce and 

Irredundant. 

Expand: Expands implicants into prime implicants.  Any 

implicants covered by the expanded prime implicant omitted 

from further consideration. 

Reduce: Transforms prime implicants into implicants of least 

possible size such that all minterms of the function are still 

covered.  This may lead to better solutions later. 

Irredundant: Chooses a minimal subset of prime implicants 

obtained so far such that the subset covers all minterms of the 

function. Similar to prime implicant chart covering, however, 

less time-consuming due to fewer prime implicants. In  

Figure 1 to Figure4 applying f (x, y, z) = (1, 2, 3, 4, 5, 6) for 

simplification according to Expand, Reduce and Irredundant to 

the initial set of minterms.  After the set of transformations, a 

superior SOP is obtained. 
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   Fig 1: Initial covering of f 

 
 Fig 2: After the Reduce Step 

 
 Fig 3: After the Expand Step 

 
 Fig 4: After the Irredundant Step 
'  
These three procedures are iterated with different starting points 

until there is no further improvement in the optimality of the 

reduction. 

3.2 Proposed Algorithm for Simplifying 

Switching Functions 
 
We have developed an alternative to ESPRESSO algorithm that 
reduces average computational complexity in time and space 
domain. The Reduce step used in basic ESPRESSO has been 
removed, as Expand and Irredundant form are the sufficient 
criteria to lead a near optimal solution. Here we introduced a 
greedy-heuristic approach, the greedy method suggests that one 
can devise an algorithm that work in stages under the 
consideration of one input at a time. At each stage a direction is 

regarding whether a particular input is in an optimal solution. 
This is done by considering the input literals in an order into a 
list L, determined by an efficient arrangement procedure 
Arrange (L). The first element (min-term) belong to the list will 
be compared with remaining one.  

 If the difference between two of this literals is power 

of two or only one bit change in binary representation, 
the literals will generate a pair, this process in known 
as Expand. 

 If any literals in the list are generating a pair before, it 

will not compare any other literals in this iteration. 
Therefore, an irredundant form of output will be 

generated. This irredundant output set is the input set 
of the next iteration, until no further pair generates.  

Hence, all possible pairs of input are not required to select 
proper pairs to achieve the desire goal in irreducible form. 
Therefore, the space-time complexity improves in all sense.   

Algorithm Simplification { 
F =Arrange (L) 

F =EXPAND (F) 

F =IRREDUNDANT (F) 

If F is a goal state { 

 return 0; 

} 

else { 

continue with initial state as the current state; 

} 

Repeat  

      Pick the IRREDUNDANT solution; 

      EXPAND it in a specific direction using Boolean    
      simplification law; 

for each COVER do { 

           If it is not generate before { 
 Evaluate its IRREDANDENT 
form and store it with its parent. 

           } 

           If  IRREDANDENT form is a goal    
          solution { 

 return 0; 

          } 
          If it is better than present form { 

It will be IRREDANDENT form 
           } 
           If it is not better solution { 

Retrieve the parent as a 
IRREDANDENT form in  
storage; 

            } 

         } Until a solution found  

} 

The simplification algorithm is applied on the following 

function f (w, x, y, z) = (0 1 3 4 5 7 8 9 11 15). In Figure5 (0-

1) makes a cover as only one bit change in binary representation 

among literal 0 and 1, similarly (4-5), (3-7),(8-9) and (11,15) 
make covers as the difference between two of this literals is 
power of two (see Figure6). Furthermore if any literals generate 
a pair before, would not be compared to other literals. Therefore, 
an irredundant form of output will be produced, that leads to the 
input for next iteration. After further expansion among 
irredundant literals (0-1-4-5) and (3-7-11-15) produce covers 
and (8-9) remains alone. This will be the simplified function.   
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Figure5: Initial covering of f based  

on ordered covering rule 

 
   Figure6: After Expansion of covers using greedy    

   Approach 

 
                      Figure7: Simplified form of function f (w,x,y,z) 
 
 

4. EXPERIMENTAL RESULTS 
 
The proposed algorithm for simplification of switching function 
has been implemented in C language on UNIX platform. To 
demonstrate the efficiency of our algorithm, we have taken 
ESPRESSO for comparison purpose. TABLE II shows the 
experimental results. The columns with labels „Number of 
Literals‟ and „Delivered switching functions randomly in SOP‟ 

show the number of inputs respectively. The next columns 
indicate the CPU time needed in millisecond unit for 
ESPRESSO and the proposed algorithm. The average time 
column gives the information of average time needed for the 
ESPRESSO and the proposed simplification algorithm based on 
random literals. Our algorithm shows approximately 9.5% 
improvement. 
  Table 2. Benchmarking Results for Simplification of        
                 Switching Function 
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   Fig 8: Comparison chart of ESPRESSO vs. proposed    

                 algorithm 

 

 
 

Fig 9: CPU time comaparison for 4 variable random literals 

 

 
 
Fig 10: CPU time comaparison for 5 variable random 

literals 
  

 
 

Fig 11: CPU time comaparison for 6 variable random 

literals 

 

 
 

Fig 12: CPU time comaparison for 7 variable random 

literals 
 

5. CONCLUSION 

 
Sum-of-Product (SOP) of a switching function is equivalent to 
prime implicant coverage of true output with minimum cost. It 
amounts to searching all possible combinations of prime 
implicant coverage of the function. This is an unsolvable 
problem. Using the greedy heuristic procedure we have 
developed an alternative to ESPRESSO algorithm that reduces 
average complexity in time and space domain. The attempt is 
worth studying. Better approach like BDD approach is our own 

envy. We hope on next approach will be graphical mapping of 
the problem.   
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