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ABSTRACT 

Parallel processing is a technique of executing the multiple tasks 
concurrently on different processors. Parallel processing is used 
to solve the complex problems that require vast amount of 
processing time. Task scheduling is one of the major problems 
of parallel processing. The objective of this study is to analyze 
the performance of static (HLFET) and dynamic (DLS)  BNP 
parallel scheduling algorithm for allocating the tasks of 
distributed database over number of processors.  In the whole 
study the focus will be given on measuring the impact of 
number of processors on different metrics of performance like 
makespan, speed up and processor utilization by using HLFET 
and DLS BNP task scheduling algorithms.  
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1. INTRODUCTION 

Parallel processing [1] is one of the growing concepts that is 
used to execute number of tasks on different number of 
processors at the same time. The concept of parallel processing 
helps in solving complex and computation intensive problems in 
competent way. Generally parallel processing environment is 
categorized as homogenous or heterogeneous environment. In 
homogenous environment the number of processor used for 
executing the different tasks are similar in capacity and in case 
of heterogeneous environment the tasks are allocated on various 
processors of different capacity and speed. Independent of the 
environment the objective of parallel processing is to improve 
the execution speed and to minimize the makespan [2] of task 
execution.  This is done by using the different precious and 
competent task scheduling algorithm. The objective of task 
scheduling algorithm is to allocate the different tasks to different 
processor so that execution speeds of the task increases and the 
overall execution time of the task decreases. One of the 
widespread approaches to decipher task scheduling problem is 
the use of list scheduling algorithm [3]. List scheduling 
algorithms are primarily classified as static list scheduling 
algorithm and dynamic list scheduling algorithm. In this paper 
the focus is given on one of the important static list scheduling 
algorithm (HLFET) and dynamic list shceduling algorithm 
(DLS)  by using the concept of BNP (Bounded number of 
processors) in homogenous environment. BNP task scheduling 
algorithms are mainly based on the concept of assigned priority 
[1]. BNP uses b-level and t-level for assigning priority to  

different nodes for its execution. HLFET [1][2][3][4]  (Highest 
Level First with Estimated Times) is one of the important static 
list scheduling algorithm that compute the sum of computation 
cost of call the nodes available in a DAG. It computes the sum 
by considering the longest path from node to an exit node.  The 
Dynamic Level Scheduling algorithm uses an attribute called 
dynamic level (DL), which is the difference between the static 
b-level of a node and its earliest start-time on a processor. The 
node-processor pair which gives the largest value of DL is 
selected for scheduling. Performance [5] is one of the important 
factors of parallel processing that can by measured by using 
different methodologies like experiments, theoretically, 
analytically, simulation etc.  The various measures of 
performance are makespan, speed up, processor utilization, 
efficiency, cost, effort, flexibility, accuracy etc.  

2. Problem under Study 

2.1 Problem 

     One of the major problems of distributed database system is 
the allocation of data to different sites. The allocation of data 
should be done in such a way that it minimize the cost and 
maximize the performance.  

 

Figure1: Distributed Database 

The objective of this study is reduce the maskepan, improve the 
performance of data allocation and measuring performance of 
the system by using one of the one static list BNP task 
scheduling algorithm and one dynamic list sheduling (DLS) 
algorithm. The Highest Level First with Estimated Time 
(HLFET) algorithm[4][6] is one of the simplest list-scheduling 
algorithms. It uses Static level as node priority and is described 
below: 

Step1: Determine the static b-level of each node. 
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Step2: Make a ready list in a descending order of static b-level.  
Initially, the ready list     contains  only the entry nodes. Ties are 
broken randomly. 

Step 3: Repeat Until all nodes are scheduled. 

Schedule the first node in the ready list to a processor that 
allows the earliest execution. Update the ready list by 
inserting the nodes that are now ready. 

The concept of DLS [4][6] is parallel to the one used by the 
ETF algorithm. DLS algorithm leans to schedule nodes in a 
descending order of static b-levels at the beginning of a 
scheduling process but tends to schedule nodes in an 
ascending order of t-levels  near the end of the scheduling 
process. The working of DLS algorithm is outlined below 
in clear steps. 

Step1: Calculate the b-level of each node in the graph. 

Step2: Initially, the ready list includes only the entry nodes. 

Step3: Repeat Until all nodes are scheduled. 

Calculate the earliest start-time for every ready node on 
each processor. Hence, compute the DL of every node-
processor pair by subtracting the earliest start time from the 
node’s static b-level. Select the node-processor pair that 
gives the largest DL. Schedule the node to the 
corresponding processor. Add the newly ready nodes to the 
ready list. 

3. Results & Discussion 

 3.1 Introduction to DAG 

Directed accyclic graph (DAG) is used for analysis of 
distributed task scheduling. In mathematical terms, DAG 
[2][3][9] is defined as set of four different parameters called (V) 
nodes that represents the tasks to be scheduled, (W) computation 
cost, (E) edges the connect two nodes and (c) communication 
cost.  

 3.2 Analysis 

Case I: In this case the distributed databases is supposed to be 
divided into ten different database segments that are to be 
scheduled over three homogenous processors for effective speed 
up and reduced make span. The database instances are 
represented by a DAG of ten  nodes with randomly selected 
computation and communication cost [8] [9] as follow: 

 

Figure 2: Distributed Database with Ten Segments 

For analysis the above said problems one has to calculate one of 
the important performance metrics known as b-level(bottom 
level) [7] as given in the following table. 

Tasks Execution Time Static b-level t-level b-level Dynamic Level 

T1 10 60 0 72 60 

T2 20 50 12 60 38 

T3 15 45 14 49 31 

T4 5 30 12 42 18 

T5 10 35 16 43 19 

T6 10 25 18 33 7 
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T7 20 30 40 32 -10 

T8 15 25 30 29 -5 

T9 5 15 30 21 -15 

T10 10 10 62 10 -52 

Table 1: Analysis of b-level and t-level 

Following figures 3(a) & 3(b) shows how the above said tasks 
are scheduled three processor without and with genetic 
approach. 

 

Figure 3(a): Task scheduled with HLFET 

 

Figure 3(b): Task scheduled with DLS  

The following chart shows the speed up comparison for 
execution of distributed database segments with serial 
processing and parallel processing (HLFET & DLS). 
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Figu
re 3(c): Speed Up 

Case II: In this case of data allocation in distributed database 
system in which database is divided into 15 different data 
segments. The following DAG represented the 15 different data 
segments that are to be scheduled over three processors.  
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Figure 4: Distributed Database with Fifteen Segments 

The following table shows the performance analysis of the 
above said data. 

Tasks Execution Time Static b-level t-level b-level ALAP 

Time 

Dynamic Level 

T1 10 55 0 79 0 55 

T2 10 30 12 50 29 18 

T3 5 25 14 41 38 11 

T4 15 45 16 53 26 29 

T5 10 35 12 45 34 23 

T6 20 45 18 61 18 27 

T7 5 45 12 55 24 33 
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T8 5 20 38 34 45 -18 

T9 15 30 35 34 45 -5 

T10 10 25 46 33 46 -21 

T11 20 40 13 44 35 27 

T12 5 15 41 21 58 -26 

T13 5 15 62 17 62 -47 

T14 10 20 35 22 57 -15 

T15 10 10 60 10 69 -50 

Table2: Analysis of b-level and t-level 

 

Following figures 5(a) & 5(b) shows how above said segments 
of distributed database are scheduled on three processors 
without and with genetic approach. 

 

 

Figure 5(a): Task scheduled with HLFET 

 

 

Figure 5(b): Task scheduled with DLS 

The following chart shows the speed up comparison for 
execution of distributed database segments with serial 
processing and parallel processing (HLFET & DLS), when tasks 
in distributed environment are scheduled over three processors. 
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Figure 5(c): Speed Up  

4. CONCLUSIONS 

     From the above analysis it is clear that BNP static (HLFET) 
and dynamic (DLS) list scheduling algorithms improves the 
performance of distributed database by allocation and executing 
the jobs on different homogenous processors simultaneously as 
compare to serial processing.  From the above analysis it is also 
concluded that the HLFET and DLS list scheduling algorithm 
can speed up the exuection by three times or even more under 
constrained envrionment.  
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